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Preface

TWO MOUNTAINS
The ruling metaphor for technological change is that of
successive waves of innovation. We envision each
paradigm shift and its corresponding rearrangement of
the way we live as a wave that comes crashing down on
our beach just as the tumult of the previous one begins
to recede. This book is about two such waves—the rise of
mass-market computing and the age of pervasive com-
puting that is about to supplant it. For reasons that will
become clear, we have chosen a slightly different meta-
phor to describe this particular sequence: that of climb-
ing two adjacent mountains.1

Anyone who has climbed a real mountain (at least if
they did so in the days before GPS) knows the experi-
ence of a long slog through the forest, during which
one’s exact position (and thus the status of the climb)
can be known only vaguely. But then suddenly the tim-
berline is reached and the accompanying long, clear
sight lines produce an abrupt sense of orientation and
perspective, after which one’s relationship to the



summit is correspondingly clear. When we started
MAYA Design in 1989, we, and the industry we pro-
posed to serve, had not yet reached the timberline of PC
Peak. (This was an era in which the most complex tech-
nology to be found in the average home was a VCR, with
its flashing “12:00” serving as a taunting harbinger of
usability nightmares to come.) Our plan was to offer our
services as a kind of mountain guide for the many indus-
tries that suddenly found themselves in the complexity
business. Nobody quite knew what we were climbing to-
ward or how long it would take to get there. But every-
body knew that climb we must. It did not take long for
the view to clarify. By the mid-1990s the Internet had
gone mainstream, more or less everybody had a PC, and
the agenda for the next decade or so was pretty much
set. The path to the summit was suddenly obvious.

But, there was more to this newly clear view than
most people noticed. While most eyes were (and remain
today) firmly fixed on the summit, those who cast their
gaze more widely discerned a surprise. PC Peak, which
we have been climbing since the 1970s does not stand
alone in the technological landscape. It has an adjacent
companion—one with a much higher summit. This
second peak is called Trillions Mountain, and it towers
far over our current perch.
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For many years, the only important computing device
in a typical home or business was the personal computer
(PC), first on the desktop and then on the laptop. In only
the past few years, this has suddenly changed, with
smartphones and tablet computers well on the way to-
ward eclipsing the PC for most purposes. The term per-
vasive computing2 refers to the assumption—now
widely held by people who pay attention to such
trends—that this transition, dramatic though it is, is just
the first step in a far more fundamental change. Rather
than moving computation out of one kind of box into
other—smaller and more portable—boxes, by the end of
this transition computing will for all practical purposes
be confined to no box at all. Computation (and thus
data) will all but literally have escaped into the ambient
environment. We already put microprocessors into
nearly every significant thing that we manufacture, and
we are quickly figuring out how to make those pro-
cessors usefully communicate with each other, and with
us. Moreover, the cost of routine computing and storage
is rapidly becoming negligible. We are, as we shall see,
well on our way to a world with trillions of computers.
Once these trends get past their initial chaotic stage,
they will quickly coalesce into something new and dis-
ruptive: an environment of computation. Not computa-
tion that we use, but computation that we live in.
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We are by no means the first to make this observa-
tion. As we have said, these trends are widely recog-
nized. But most of what has been written on the topic
comes in one of two forms. The first of these comprise
world of tomorrow gee-whiz stories about the wonders
to come—how houses will cater to our whims; power
grids will become intelligent; and tractors will drive
themselves through fields sown not just with seeds, but
also with millions of “smart dust”moisture and nutrient
sensors. The second form is written by and for computer
scientists, dealing with tricky nuts-and-bolts issues such
as distributed databases, self-configuring mesh net-
works, and “device discovery” protocols.

This book is neither of these. Although we do present
examples, and at places verge on the technical, neither
represents our main point. The book is really about
people—how we might arrange for them to live well in
this new kind of built environment, and how we might
botch the job. In other words, it is about design. Exactly
what that means, and what it takes to be an effective de-
signer is a topic that needs a fresh look in each technolo-
gical epoch. What it takes in the present era and the pro-
found impact of this new mode of design on the busi-
ness world are the major themes of this work.

The occasion for the book is the upcoming twenty-
fifth anniversary of our company, MAYA Design.
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However, it is not intended as a self-congratulatory fest-
schrift. We will keep our personal war stories to a min-
imum, and those we do tell are offered more in the spirit
of a foot soldier’s diary than a general’s memoir. But
they are, we think, worth the telling. For, they were
culled from almost a quarter-century of intimate collab-
oration with engineers and marketing professionals
from many of the world’s most successful and advanced
organizations.

As a business, MAYA is uniquely structured. In many
ways, we reflect the tradition of the great industrial
design consultancies of the 1940s and 1950s.3 The ma-
jority of our work involves long-term consulting rela-
tionships with firms that develop and market technolo-
gical products and services. But we also have many of
the attributes of an industrial R&D lab, performing ap-
plied research in areas of relevance to our commercial
work. In any given week, a designer at MAYA might
spend time helping a new tech startup launch a tablet-
based pervasive computing service; working on a project
with one of our Fortune 500 clients developing a long-
term product architecture; and exploring a DARPA-fun-
ded technology that will not be commercially viable for a
decade. The hybrid nature of this project mix is virtuous
in both directions: It lets us help our commercial clients
see past the pressures of the next quarter and thus avoid
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the often-fatal pitfalls of local hill climbing, and it en-
courages us to focus our research efforts toward practic-
al issues that are likely to really matter to the humans
that are always at the center of our attention.

This is a book with three authors, a fact that would be
blatantly obvious even absent the names on the cover.
We have tried to even out the voices, at least in the main
body of the text. But truth be known, we have not tried
all that hard. The presence of three very different voices,
and several others that show up from time to time, is an
essential part of our story. They reflect a belief—at the
very heart of MAYA’s approach to design—that the prob-
lems we and our clients now face are beyond the ken of
any one disciplinary tradition. From the day we opened
our doors, we have brought together engineers, human
scientists, and visual designers in the conviction that tri-
angulating from all three of these disciplinary perspect-
ives represents our best hope for getting the future right.
We have never looked back.

We created MAYA at a time when the practice of in-
terdisciplinary design was rare and the idea of human-
centered design in computing and information systems
was nascent. We maintain a belief that the hard prob-
lems that people, organizations, communities, and cul-
tures will face in the coming years can only be solved at
the intersection of how people think, how technology
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works, and what form and function the desired solution
takes.

A FIELD GUIDE TO
TRILLIONS MOUNTAIN

And so, we find ourselves at the very apex of PC Peak. It
was a long, tough climb, but we made it. We desperately
want to go even higher, so we have taken to building fire
towers, and extensions upon those. But the skills that
got us to this eminence don’t help much here at the top,
so the towers are rickety and dangerous. Everybody sees
Trillions Mountain out there across the valley, rising far
above us into the clouds. But most people avert their
eyes. We climb up, not down; and down appears to be
the only way to get over there. Plus, we don’t even know
how to climb that kind of a mountain. So, it’s back to the
fire towers. Others busy themselves trying to cantilever
a bridge out in the new mountain’s direction. That isn’t
going too well, either.

But a few of us are ready to bite the bullet and start
the trip, even if it means reversing some hard-won pro-
gress and then mapping a whole new territory. If you’re
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up for the journey, we hope that this book will be of
some assistance.

We begin with an overview of what we can see of Tril-
lions Mountain from our present viewpoint. Most of the
prerequisites to the emergence of pervasive computing
are already in place, and many of the remaining devel-
opments are well underway. Although these claims are
not really controversial, their implications are not well-
known to many people, even within the industry, so
Chapter 1 is intended as a kind of executive summary of
progress to date. Chapter 2, while a bit more speculat-
ive, explores a set of possibilities that are certainly pos-
sible and in our judgment both likely and desirable.

Chapter 3 concerns itself with those rickety fire
towers. As the industry climbed upward from the spa-
cious foothills of the current mountain to the crowded
heights, increased competition for a dwindling set of op-
portunities has led to some pretty risky behaviors. Here
we will explore some of the less-than-healthy aspects of
today’s computing scene, with special emphasis on those
that represent significant threats to the unfolding of a
safe and sane technological future.

We then begin to plan our climb up Trillions Moun-
tain. There are many novel challenges ahead, but most
of them share a common basis. That basis is complexity.
More than anything else, what will distinguish
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computing in the future from computing in the past are
sheer scale and the complexity that comes with it.
Devices will exist in unprecedented numbers, as will oc-
casions for human–machine interactions. The design
techniques that have served us well on PC Peak will be
wholly inadequate for the problems of scale that we will
soon face.

These are unfamiliar issues to the computing world,
but they are not without precedent. The next section of
the book examines some of these precedents and what
we might learn from them. Chapter 4 examines the ulti-
mate master of distributed complexity: Nature herself.
We explore the basic self-organizational patterns of nat-
ural systems and how they inform steps toward the cre-
ation of an ecology of information devices. Chapter 5
looks at the design process itself, both from an historical
and contemporary perspective. Finally, Chapters 6 and 7
bring science into the story, examining the thesis that
the notions of design and science are not, as is often as-
sumed, disjoint activities. We pay special attention to
the generalization of the concept of architecture as the
basis for a scientific approach to the design process.

The last two chapters, Chapters 8 and 9, attempt to
pull this material together into a coherent, if fuzzy, im-
age of life in the foothills of Trillions Mountain. We
know better than to be too specific here, but it is
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possible to discern the broad strokes of how the story of
pervasive computing is likely to unfold, and in these
chapters we lay them out in as much specificity as we
dare.

Finally, scattered throughout is a fair amount of sup-
plementary material, which we hope will support and
reinforce the main thread of the text. Each of us in-
dulges in a bit of first-person storytelling, as do a few of
our MAYA colleagues. Included here are a number of
case studies describing both examples of our research
activities and commercial work done in collaboration
with our clients. You will also encounter references to
various audio, video, and interactive material, which can
be found at the book’s website:
TRILLIONS.MAYA.COM.

There are also two “interludes” — minichapters
whose purpose is to place examples of these trends into
their historical context. We end the book with an epi-
logue containing material specifically aimed toward
members of the business community as they face the
challenges raised by the advent of pervasive
technologies.

Some topics that are discussed in Trillions really de-
serve dedicated books in their own right. Much of the
research work that has been done by our small band and
by others is still very much in progress as this book goes

25/596



to print. However, where possible, we have included
pointers in the end pages to where you can drill deeper
into the topics we have touched.

1 The metaphor isn’t actually all that different,
mountains merely being waves in an unusually vis-
cous medium.

2 Academics love to fight about names. The term per-
vasive computing has a major competitor in the lit-
erature: ubiquitous computing. As far as we can tell,
the terms are synonymous. However, there seem to
be sensitivities attached to the use of one or the other
term, apparently having to do with concerns over
whom history will recognize as the founders of the
discipline. We have no dog in that fight. We use per-
vasive computing because we think it sounds better
than the awkward ubiquitous computing and espe-
cially its common but hideous contraction ubicomp.
Such things matter.

3 Our name, “MAYA”—an acronym standing for
“Most Advanced Yet Acceptable”—is an homage to
Raymond Loewy, one of several role models from
among this group, who often spoke of his goal for a
design to reach “the MAYA stage.”
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CHAPTER 1

The Future, So Far

Behind all the great material inventions of the last
century and a half was not merely a long internal
development of technics: There was also a change
of mind.

—LEWIS MUMFORD
There is a point of view—generally called “technological
determinism”—that essentially says that each technolo-
gical breakthrough inexorably leads to the next. Once we
have light bulbs, we will inevitably stumble upon vacu-
um tubes. When we see what they can do, we will rap-
idly be led to transistors, and integrated circuits and mi-
croprocessors will not be far behind. This process—goes
the argument—is essentially automatic, with each dom-
ino inevitably knocking down the next, as we careen to-
ward some unknown but predetermined future.



We are not sure we would go that far, but it is cer-
tainly the case that each technological era sets the stage
for the next. The future may or may not be determined,
but a discerning observer can do a credible job of paring
down the alternatives. All but the shallowest of techno-
logical decisions are necessarily made far in advance of
their appearance in the market, and by the time we read
about an advance on the cover of Time magazine, the die
has long since been cast. Indeed, although designers of
all stripes take justifiable pride in their role of “invent-
ing the future,” a large part of their day-to-day jobs in-
volves reading the currents and eddies of the flowing
river of science and technology in order to help their cli-
ents navigate.

Although we are prepared to go out on a limb or two,
it won’t be in this chapter. Many foundational aspects of
the pervasive-computing future have already been de-
termined, and many others will follow all but inevitably
from well-understood technical, economic, and social
processes. In this chapter, we will make predictions
about the future, some of which may not be immediately
obvious. But we will try to limit these predictions to
those that most well-informed professionals would
agree with. If you are one of these professionals (that is
to say, if you find the term pervasive computing and its
many synonyms commonplace), you may find this
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chapter tedious, and you should feel free to skip ahead.
But if the sudden appearance of the iPad took you by
surprise, or if you have difficulty imagining a future
without laptops or web browsers, then please read on.

TRILLIONS IS A DONE
DEAL

To begin with, there is this: There are now more com-
puters in the world than there are people. Lots more. In
fact, there are now more computers, in the form of mi-
croprocessors, manufactured each year than there are
living people. If you step down a level and count the
building blocks of computing– transistors–you find an
even more startling statistic. As early as 2002 the semi-
conductor industry touted that the world produces more
transistors than grains of rice, and cheaper. But count-
ing microprocessors is eye-opening enough. Accurate
production numbers are hard to come by, but a reason-
able estimate is ten billion processors per year. And the
number is growing rapidly.

Many people find this number implausible. Where
could all these computers be going? Many American
families have a few PCs or laptops—you probably know
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some geeks that have maybe eight or ten. But many
households still have none. Cell phones and iPads count,
too. But ten billion a year? Where could they all pos-
sibly be going?

The answer is everywhere. Only a tiny percentage of
processors find their way into anything that we would
recognize as a computer. Every modern microwave oven
has at least one; as do washing machines, stoves, vacu-
um cleaners, wrist watches, and so on. Indeed, it is be-
coming increasingly difficult to find a recently designed
electrical device of any kind that does not employ micro-
processor technology.

Why would one put a computer in a washing ma-
chine? There are some quite interesting answers to this
question that we will get to later. But for present pur-
poses, let’s just stick to the least interesting answer: It
saves money. If you own a washer more than ten years
old, it most likely has one of those big, clunky knobs that
you pull and turn in order to set the cycle. A physical
pointer turns with it, showing at a glance which cycle
you have chosen and how far into that cycle the machine
has progressed. This is actually a pretty good bit of
human-centered design. The pointer is clear and intuit-
ive, and the act of physically moving the pointer to
where you want it to be is satisfyingly literal. However, if
you have a recently designed washer, this knob has
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probably been replaced with a bunch of buttons and a
digital display, which, quite possibly, is not as easy to
use.

So why the step backward? Well, let’s think for a
second about that knob and pointer. They are the tip of
an engineering iceberg. Behind them is a complex and
expensive series of cams, clockwork, and switch contacts
whose purpose is to turn on and off all the different
valves, lights, buzzers, and motors throughout the ma-
chine. It even has a motor of its own, needed to keep
things moving forward. That knob is the most complex
single part in the appliance. A major theme of twentieth-
century industrialization involved learning how to build
such mechanically complex devices cheaply and reliably.
The analogous theme of the early twenty-first century is
the replacement of such components with mechanically
trivial microprocessor-based controllers. This process is
now ubiquitous in the manufacturing world.

In essence, the complexity that formerly resided in
intricate electromechanical systems has almost com-
pletely migrated to the ethereal realm of software. Now,
you might think that complexity is complexity and we
will pay for it one way or another. There is truth in this
statement, as we will see. However, there is a funda-
mental economic difference between complexity-as-
mechanism and complexity-as-software. The former
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represents a unit cost, and the latter is what is known as
a nonrecurring engineering expense (NRE). That is to
say, the manufacturing costs of mechanical complexity
recur for every unit made, whereas the replication cost
of a piece of software—no matter how complex—ap-
proaches zero.

This process of substituting “free” software for ex-
pensive mechanism repeats itself in product after
product, and industry after industry. It is in itself a
powerful driver in our climb towards Trillions. As man-
ufacturing costs increase and computing costs decrease,
the process works its way down the scale of complexity.
It is long-since complete in critical and subtle applica-
tions such as automotive engine control and industrial
automation. It is nearly done in middling applications
such as washing machines and blenders, and has made
significant inroads in low-end devices such as light
switches and air-freshener dispensers.

Money-saving is a powerful engine for change. As the
generalization from these few examples makes clear,
even if computerized products had no functional ad-
vantage whatsoever over their mechanical forebears, the
rapid computerization of the built world would be as-
sured. But this is just the beginning of the story. So far,
we have been considering only the use of new techno-
logy to do old things. The range of products and services
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that were not practical before computerization is far lar-
ger. For every opportunity to replace some existing
mechanism with a processor, there are hundreds of new
products that were either impossible or prohibitively ex-
pensive in the precomputer era. Some of these are obvi-
ous: smartphones, GPS devices, DVD players, and all
the other signature products of our age. But many oth-
ers go essentially unnoticed, often written off as trivialit-
ies or gimmicks. Audio birthday cards are old news,
even cards that can record the voice of the sender.
Sneakers that send runners’ stride data to mobile
devices are now commonplace. Electronic tags sewn into
hotel towels that guard against pilferage, and capture
new forms of revenue from souvenirs, are becoming
common. The list is nearly endless.

Automotive applications deserve a category of their
own. Every modern automobile contains many dozens
of processors. High-end cars contain hundreds. Obvious
examples include engine-control computers and GPS
screens. Less visible are the controllers inside each door
that implement a local network for controlling and mon-
itoring the various motors, actuators, and sensors inside
the door—thus saving the expense and weight of run-
ning bulky cables throughout the vehicle. Similar net-
works direct data from accelerometers and speed
sensors, not only to the vehicle’s GPS system, but also to

37/596



advanced braking and stability control units, each with
its own suite of processors. Drilling further down into
the minutiae of modern vehicle design, one finds intelli-
gent airbag systems that deploy with a force determined
by the weight of the occupant of each seat. How do they
know that weight? Because the bolts holding the seats in
place each contain a strain sensor and a microprocessor.
The eight front-seat bolts plus the airbag controller form
yet another local area network dedicated to the unlikely
event of an airbag deployment.

We will not belabor the point, but such lists of ex-
amples could go on indefinitely. Computerization of al-
most literally everything is a simple economic imperat-
ive. Clearly, ten billion processors per year is not the
least bit implausible. And that means that a near-future
world containing trillions of computers is simply a
done-deal. Again, we wish to emphasize that the argu-
ment so far in no way depends upon a shift to an in-
formation economy or a desire for a smarter planet. It
depends only on simple economics and basic market
forces. We are building the trillion-node network, not
because we can but because it makes economic sense. In
this light, a world containing a trillion processors is no
more surprising than a world containing a trillion nuts
and bolts. But, of course, the implications are very
different.
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CONNECTIVITY WILL BE
THE SEED OF CHANGE

In his 1989 book Disappearing through the Skylight, O.
B. Hardison draws a distinction between two modes in
the introduction of new technologies—what he calls
“classic” versus “expressive”:

To review types of computer music is to be reminded
of an important fact about the way technology enters
culture and influences it. Some computer composers
write music that uses synthesized organ pipe sounds,
the wave forms of Stradivarius violins, and onstage
Bösendorf grands in order to sound like traditional
music. In this case the technology is being used to do
more easily or efficiently or better what is already be-
ing done without it. This can be called “classic” use of
the technology. The alternative is to use the capacities
of the new technology to do previously impossible
things, and this second use can be called “expressive.”
. . .

It should be added that the distinction between classic
and expressive is provisional because whenever a
truly new technology appears, it subverts all efforts to
use it in a classic way. . . . For example, although
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Gutenberg tried to make his famous Bible look as
much like a manuscript as possible and even provided
for hand-illuminated capitals, it was a printed book.
What it demonstrated in spite of Gutenberg—and
what alert observers throughout Europe immediately
understood—was that the age of manuscripts was
over. Within fifty years after Gutenberg’s Bible, print-
ing had spread everywhere in Europe and the making
of fancy manuscripts was an anachronism. In twenty
more years, the Reformation had brought into exist-
ence a new phenomenon—the cheap, mass-produced
pamphlet-book.
Adopting Hardison’s terminology, we may state that

the substitution of software for physical mechanism, no
matter how many billions of times we do it, is an essen-
tially classic use of computer technology. That is to say,
it is not particularly disruptive. The new washing ma-
chines may be cheaper, quieter, more reliable, and con-
ceivably even easier to use than the old ones, but they
are still just washing machines and hold essentially the
same position in our homes and lives as their more
mechanical predecessors. Cars with computers instead
of carburetors are still just cars. At the end of the day, a
world in which every piece of clockwork has experienced
a one-to-one replacement by an embedded processor is
a world that has not undergone fundamental change.
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But, this is not the important part of the story. Saving
money is the proximal cause of the microprocessor re-
volution, but its ultimate significance lies elsewhere. A
world with billions of isolated processors is a world in a
kind of supersaturation—a vapor of potential waiting
only for an appropriate seed to suddenly trigger a con-
densation into something very new. The nature of this
seed is clear, and as we write it is in the process of being
introduced. That seed is connectivity. All computing is
about data-in and data-out. So, in some sense, all com-
puting is connected computing—we shovel raw informa-
tion in and shovel processed information out. One of the
most important things that differentiates classic from
expressive uses of computers is who or what is doing the
shoveling. In the case of isolated processors such as our
washing-machine controller, the shoveler is the human
being turning that pointer. Much of the story of early
twenty-first century computing is a story of human be-
ings spending their time acquiring information from one
electronic venue and re-entering it into another. We
read credit card numbers from our cell phone screens,
only to immediately speak or type them back into some
other computer. So we already have a network. But as
long as the dominant transport mechanism of that net-
work involves human attention and effort, the revolu-
tion will be deferred.

41/596



Things are changing fast, however. Just as the advent
of cheap, fast modems very rapidly transformed the PC
from a fancy typewriter/calculator into the end nodes of
the modern Internet, so too are a new generation of
data-transport technologies rapidly transforming a tril-
lion fancy clockwork-equivalents into the trillion-node
network.

An early essay in such expressive networking can be
found in a once wildly popular but now largely forgotten
product from the 1990s. It was called the Palm Pilot.
This device was revolutionary not because it was the
first personal digital assistant (PDA)—it was not. It was
revolutionary because it was designed from the bottom
up with the free flow of information across devices in
mind. The very first Palm Pilot came with “HotSync”
capabilities. Unlike previous PDAs, the Pilot was de-
signed to seamlessly share data with a PC. It came with
a docking station having a single, inviting button. One
push, and your contact and calendar data flowed effort-
lessly to your desktop—no stupid questions or inscrut-
able fiddling involved. Later versions of the Palm also
included infrared beaming capabilities—allowing two
Palm owners to exchange contact information almost as
easily as they could exchange physical business cards.

In this day—only a decade later—of always-connected
smartphones, these capabilities seem modest—even
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quaint. But they deserve our attention. It is one thing to
shrink a full-blown PC with all its complexity down to
the size of a bar of soap and then put it onto the Inter-
net. It is quite another to do the same for a device no
more complex than a fancy pocket calculator. The
former is an impressive achievement indeed. But, it is
an essentially classic application of traditional client-
server networking technology. The iPhone truly is ma-
gical, but in most ways, it stands in the same relation to
the Internet as the PC, which it is rapidly supplant-
ing—namely it is a terminal for e-mail and web access
and a platform for the execution of discrete apps. It is
true that some of those apps give the appearance of
direct phone-phone communications. (Indeed, a few
really do work that way, and Apple has begun to intro-
duce new technologies to facilitate such communica-
tion). But it is fair to say that the iPhone as it was origin-
ally introduced—the one that swept the world—was es-
sentially a client-server device. Its utility was almost
completely dependent upon frequent (and for many
purposes, constant) connections to fixed network
infrastructure.

The Palm Pilot, in its modest way, was different. It
communicated with its associated PC or another Palm
Pilot in a true peer-to-peer way, with no centralized
“service” intervening. Its significance is that it hinted at
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a swarm of relatively simple devices directly intercom-
municating where no single point of failure can bring
down the whole system. It pointed the way toward a
new, radically decentralized ecology of computational
devices.

The Pilot turned out to be a false start, rapidly over-
taken by the vastly greater, but essentially classic capab-
ilities of the PC-in-a-pocket. But the true seeds of ex-
pressive connectivity are being sown. A design engineer
would be hard-pressed to select a current-production
microprocessor that did not have some kind of commu-
nications capability built-in, being thus essentially free.
Simple serial ports are trivial, and adequate for many
purposes. USB, Ethernet, and even the higher-level pro-
tocols for connecting to the Internet are not uncommon.
Wireless ports such as Bluetooth, ZigBee, and WiFi cur-
rently require extra chips, but they are increasingly trivi-
al to add. Although these capabilities often go unused,
they are there, beckoning to be employed. And the de-
mand is growing. It is the rare manufacturer who does
not have a connectivity task force. What CEOs are not
asking their CTOs when their products will be control-
lable via a mobile “app?” Much of MAYA’s business in
the last decade has involved helping our clients under-
stand their place in this future information ecology.
Whether they are manufacturers of kitchen appliances
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or medical devices or garage-door openers, or whether
they are providers of financial services or medical insur-
ance, the assumption of universal connectivity is impli-
cit in their medium-term business planning. We won’t
just have trillions of computers; we will have a trillion-
node network. Done deal. The unanswered question is
how, and how well, we will make it work.

COMPUTING TURNED
INSIDE OUT

As consumer products go, the personal computer has
had quite a run. From its origins in the 1970s as a
slightly silly geek toy with sales in the thousands, PC
sales figures sustained a classic exponential growth
curve for more than 35 years. Cumulative sales exceeded
one billion units quite some time ago. In 2008 it was re-
ported that there were in excess of one billion com-
puters in use worldwide. In comparison, after 100 years
of production, there are an estimated 600 million auto-
mobiles in use worldwide. For the postindustrial world,
the PC is the gift that keeps on giving.

After all these years of consistent growth, it is difficult
to imagine a world without PCs. But the phrase post-PC
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era has entered the lexicon. The precipitous collapse of
an entire industry is the kind of thing—like a serious
economic recession—that happens only a few times per
career. As a result, many midcareer professionals have
never actually witnessed one and therefore lack a viscer-
al understanding of what such an event is like.
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Fall of the Minicomputer
By Pete

In 1987, I received an invitation to attend something
called “DECWorld ’87.” This was a one-company
event sponsored by a computer manufacturer called
Digital Equipment Corporation (DEC). It was part
trade show, part technical conference, and all party. It
was by far the most opulent business event of any
kind that I have attended, before or since. DEC was a
company that was making more money than it knew
what to do with, and they were determined to enter-
tain their friends in style. As part of the celebration,
they chartered the Queen Elizabeth II and brought it
to Boston Harbor. A decade later, DEC was out of
business.

Sandwiched between the IBM-dominated mainframe
era of the 1950s and 1960s and the PC age of the past
three decades was a nearly forgotten period during
which most of the underlying technologies of modern
computing were introduced and perfected. This was
the era of the minicomputer, and it was when I came
of age as a technologist. The first computer I ever
touched was an exotic machine called an Adage
Graphics Terminal. Despite its name, it wasn’t just a
terminal. It was a full-fledged computer. Being only
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the size of a few refrigerators, it was marvelously
compact for a 1970 computer. And, most amazingly,
it was a single-user device. When you signed up for an
hour on this machine in a windowless upstairs room
at the Penn State Computation Center, you were sign-
ing up for an up-close-and-personal experience in
which it was just you and the computer. It is difficult
to capture just how unique an experience this was in
an age in which the closest typical users ever came to
a computer was when they passed a deck of punched
cards over a counter to be submitted, along with
many other such decks, into the input queue of some
back-room mainframe. Just to put things into per-
spective: The Penn State Science Fiction Club once at-
tempted to commission the Adage for an evening in
order to hold a SpaceWar tournament. (SpaceWar
was the first real graphical computer game, and the
Adage was the only machine on campus capable of
running it.) Although the sci-fi fans were willing to
pay the relevant fee (which, if I recall, was something
like $100 1970 dollars per hour), their request was
denied by University officials as an “inappropriate use
of University facilities.”

Within a few years, machines faster, cheaper, and
smaller than the Adage had become the mainstay of
industrial and scientific computing. The trajectory of
the minicomputer industry represents a microcosm of
the coming PC revolution. Smaller in scale and a bit
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shorter in duration, to those who lived through it the
era nonetheless had all the same feeling of inevitably
and seeming permanence as our current turn of the
screw—right up to the time when it suddenly
collapsed.

That collapse was truly stunning. In a 1986 article,
Fortune magazine called DEC’s founder Ken Olsen
“America’s most successful entrepreneur,” saying:

In 29 years he has taken Digital Equipment
Corp. from nothing to $7.6 billion in annual rev-
enues. DEC today is bigger, even adjusting for
inflation, than Ford Motor Co. when death
claimed Henry Ford, than U.S. Steel when
Andrew Carnegie sold out, than Standard Oil
when John D. Rockefeller stepped aside.

DEC’s revenues peaked the very next year, and then it
promptly entered its death spiral. As things turned
out, when we founded MAYA in 1990, Digital was our
first client. More on this in Chapter 6. My point here
is that we had an insider’s view of how a truly great
company could have been so utterly insensitive to the
implications of the PC revolution, a revolution that by
that time nobody—certainly not DEC—doubted was
coming. As the screw prepares to turn again, I can
think of no story more relevant.
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But, as a consumer product, the PC is dead—as dead
as the eight-track tape cartridge. In another decade, a
desktop PC will look as anachronistic in a home office as
a CRT terminal looks today. Your parent’s Dell tower
over in the corner will remind you of your grandparent’s
doily-covered console record player. The laptop form-
factor will survive longer—maybe even indefinitely. But
such machines will increasingly be seen as outliers—ul-
tra–high power, ultra-flexible machines tuned to the
needs of an ever-dwindling number of professionals
who think of themselves as computer workers, as op-
posed to information workers.

We are not saying that keyboards, mice, or large-
format displays are going away. This may well be the
case, but this chapter is about sure things, not specula-
tions, and our guess is that more or less conventional in-
put/output devices will linger for quite some time. But
the Windows-based PC has seen its day. There are many
ways to measure such things, and the details vary by
methodology, but, generally speaking, PC revenues
peaked almost a decade ago. Unit sales in the developed
world have recently peaked as well.

The nearly complete transition from desktop to
laptop PCs represents a mere evolution of form-factor.
The modes of usage remain fundamentally unchanged.
The same cannot be said about the transition to the
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post-PC era. The functions that were once centralized in
a single device are increasingly being dispersed into a
much broader digital environment. People who write a
lot and people who spend their days crunching numbers
still reach for their laptops, and they probably will for a
while. But surfing the web is no longer a PC thing.
People may still like the experience of viewing web
pages on a spacious screen using a tangible mouse, but
they like getting information when and where it is
needed even more, even if it involves poking fat fingers
at a pocket-sized screen. E-mail is no longer something
kept in a PC—it is something floating around in the sky,
to be plucked down using any convenient device. And, of
course, in many circles e-mail itself is something of a
quaint formalism—rather like a handwritten letter—ap-
propriate for thank-you notes to grandma and mass-
mailing party invitations, but a poor, slow-speed substi-
tute for phone-to-phone texting or tweeting for everyday
communication.

Figure 1.1 Datamation Magazine, March 15, 1991. Just
20 years ago, the very idea of television playing on a
computer was fodder for absurdist humor. Today, no
one would get the joke.
Source: Courtesy of the artist.
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The important point in all of this is not the specific
patterns of what has been substituted for what, but
rather the larger point that, for the first time, all of these
patterns are in play. During the hegemony of the PC, it
was difficult for most people to see the distinction
between medium and message. If cyberspace was a
place, it was a place that was found inside a computer.
But, the proliferation of devices has had the effect of
bringing about a gradual but pervasive change of per-
spective: The data are no longer in the computers. We
have come to see that the computers are in the data. In
essence, the idea of computing is being turned inside
out. This is a new game. It is not a game that we are yet
playing particularly well, but the game is afoot.
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THE POWER OF DIGITAL
LITERACY

There is one more topic that belongs in this
chapter—one that is rarely discussed. It does not directly
relate to evolving technologies per se, but rather about
the evolving relationship between those technologies
and nonprofessional users. Put simply, people aren’t
afraid of computers anymore. Computers today are part
of the air we breathe. It is thus difficult to recapture the
emotional baggage associated with the word computer
during the 1960s and 1970s. This was a generation
whose parents watched Walter Cronkite standing in
front of a room-sized UNIVAC computer as it
“predicted” Eisenhower’s 1952 presidential election vic-
tory (Figure 1.2). Phone bills arrived on punched cards,
whose printed admonitions not to “spindle, fold, or mu-
tilate” became a metaphor for the mutilation of human-
ity by these mindless, omnipotent machines. The trend
toward uniformity of language and thought that began
with the printing press would surely be forced to closure
by these power tools of conformity.
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Figure 1.2 1952: Walter Cronkite watches UNIVAC
predict the electoral victory of Dwight Eisenhower.
Source: U.S. Census Bureau.

In his dark 1976 critique of computer technology and
culture, Joseph Weizenbaum reflects this bleak assess-
ment of the effects of technology on the humane:

“The scientific man has above all things to strive at
self-elimination in his judgments,” wrote Karl Pear-
son in 1892. Of the many scientists I know, only a very
few would disagree with that statement. Yet it must be
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acknowledged that it urges man to strive to become a
disembodied intelligence, to himself become an in-
strument, a machine. So far has man’s initially so in-
nocent liaison with prostheses and pointer readings
brought him. And upon a culture so fashioned burst
the computer.
Moreover, computers were quite correctly seen as

huge, expensive, vastly complex devices. They were in
the same category as nuclear power plants and space-
ships: futuristic and maybe useful, but practical only in
the hands of highly skilled professionals under the em-
ploy of large corporations or the government. And as
with all members of this category, they were frightening
and perhaps dangerous.

These were the market conditions faced by the first-
generation of PC manufacturers as they geared up to put
a computer in every home. The 20-year journey from
there to the iPhone represents one of history’s greatest
market transformations. It was a triumph, and it was no
accident. But it was not fundamentally a triumph of
marketing. Rather, it was a triumph of human-centered
design.

The story might have been very different had it not
been for an extraordinarily devised but unfortunately
named innovation known as the WIMP paradigm.
WIMP, which stands for “Windows, Icons, Menus, and
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Pointers,” was a highly stylized, carefully crafted archi-
tecture for human-computer interaction via graphical
media. Jim Morris, one of the founders of MAYA,
worked on the team that invented the first computing
system that used the WIMP paradigm and watched the
story unfold firsthand. Its development at the famed
Xerox Palo Alto Research Center (Xerox PARC) and its
subsequent appropriation by Steve Jobs during his fam-
ous and fateful visit is well-documented and oft-told.
Less often discussed is the pivotal role of this story in
paving the way for mass-market computing.

The details aren’t important to our story. What is im-
portant to point out is that the WIMP paradigm presen-
ted the first generation of nonprofessional users with a
single, relatively simple, standardized mode of interac-
tion. Equally important was the fact that this style was
essentially identical for all applications. Whether the
user was playing a game, sending e-mail, using a
spreadsheet, or editing a manuscript, it was always win-
dows and icons. Why is this important? The obvious an-
swer is that simple, logical rules are easier to learn than
complex, idiosyncratic ones. Moreover, the transfer of
learning that results from a high level of consistency
more than makes up for the disadvantages associated
with a one-size-fits-all approach to design. And, of
course, limiting the “creative” freedom granted to
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workaday designers was not necessarily a bad thing
back in a day when experienced user interface (UI) de-
signers were few and far between.

But the biggest advantage accruing from such a rigor-
ous framework (or from any other widely-accepted ar-
chitectural framework) is that it forms the basis of a
community of practice. That is, such frameworks en-
courage a virtuous cycle in which early adopters (who,
generally speaking, can take care of themselves) take on
the role of first-tier consulting resources for those who
come later. As a whole society struggled together to fig-
ure out these strange new machines, having everybody
trying to sing the same song was of inestimable value.

But along with this value, there were significant costs.
Most notably, rigid UI standards brought with them-
selves a deep conservatism. In 1987 when Apple’s Bill
Atkinson released the HyperCard multimedia develop-
ment environment (in our opinion one of the most im-
portant innovations of the pre-web era), it was widely
criticized for a few small and well-motivated deviations
from the Apple WIMP style-guide. As the years went by
and a new generation of digital-from-birth users entered
the marketplace, the costs of this conservatism eventu-
ally came to exceed the benefits. A long string of innova-
tions, including interactive multimedia, hypertext sys-
tems, touchscreens, multitouch displays, and above all
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immersive video games, gradually forced developers and
platform providers to mellow out and relax the doctrinal
grip of WIMP. This has led to a far less consistent but
much richer and more generative computing environ-
ment. The interfaces aren’t always good, but new ideas
are now fair game.

Concomitant with this evolution has emerged a mar-
ket populated by users who are pretty much up for any-
thing, in a way that just wasn’t the case even a few years
ago. Having learned to use keyboards and mice before
pencils and pens, they are not fazed by such mysteries as
dragging a scrollbar down in order to make text move
up. And, if Apple decides to reverse this convention (as
it recently did, presumably in order to improve consist-
ency with touch-oriented devices), that’s fine with them.
The minor mental rewiring involved is taken in stride.
This underappreciated trend is a significant market ena-
bler, which sets the stage for bigger changes to come.
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CHAPTER 2

The Next Mountain

In design . . . the vision precedes the proof. A fine
steel building is never designed by starting to fig-
ure the stresses and strains of the steel. We must
get off the ground with an impulse strong enough
to make our building stand up, high and shining
and definite, in our mind’s eye, before we ever put
pencil to paper in the matter. When we see it
standing whole, it will be time enough to put its
form on paper and begin to think about the steel
that will hold it up.

—WALTER DORWIN TEAGUE
Chapter 1 was about some changes in the technology
landscape that very likely will happen, and happen
soon. We now turn to some potential consequences of
those changes. These are things that certainly can hap-
pen, and in our judgment they should happen. In the



long run, we are inclined to believe that they are inevit-
able (but then, we are optimists). There is, however,
reason to fear that the long run may be unnecessarily
slow in coming. In Chapter 3, we’ll address some of the
things standing in the way of progress toward Trillions
Mountain. It would be disingenuous to claim that the in-
dustry is obviously on a trajectory toward the trends we
are about to describe. But this is merely to say that these
changes are disruptive. It is part of the definition of dis-
ruptive technologies that they seem to the inattentive to
come suddenly out of nowhere. But just because the tra-
jectory isn’t obvious doesn’t mean that it isn’t discern-
ible. There are long-term trends and fundamental pro-
cesses at work, although the details are still very much
in play. The prize to those who correctly discern the
large-scale trends is the opportunity to influence and
profit from those details.

In this chapter, we will sketch out a future computing
landscape based upon the trillion-node network. This
picture has three basic facets: (1) fungible devices, (2) li-
quid information, and (3) a genuine cyberspace. We will
explore each in turn. All three of these facets are archi-
tectural in nature. They are dependent on the develop-
ment and wide adoption of broad organizational prin-
ciples and well-articulated standards and practices, de-
veloped and maintained by a community of designers.1
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We will speak more about the “how” of this essential
process in later chapters. This chapter focuses on the
“what.”

FUNGIBLE DEVICES
The titles of both this section and the next involve

terms borrowed from economics. This is no coincidence.
There has only ever been one human-devised system
with a level of complexity comparable to that of the
coming trillion-node network, and that is the worldwide
economy. In a real sense, the discipline of economics
amounts to the study of unbounded complexity and how
to manage it. It is thus no surprise that some of its basic
concepts will show up in our study. Two such concepts
are those of fungibility and liquidity. We will argue that
device fungibility and information liquidity represent
the holy grail of our search for a manageable future.

For the benefit of readers who may have slept
through Econ 101, the term fungibility refers to the abil-
ity to freely interchange equivalent goods. An item is
fungible to the extent that one instance is as good as an-
other. If I lend you $1,000 (or, less plausibly, an ounce
of gold), you do not expect to be paid back with the same
actual dollars or gold. One dollar is as good as another.
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It is often assumed that fungibility depends on physical
similarity. This may be true of gold, but it is certainly
not true of dollars, even if we limit the discussion to U.S.
dollars. No two dollar bills are physically identical, and
many transactions don’t involve physical bills at all. It is
not the physical similarity that is important; it is the
functional equivalence that matters. Fungibility is a de-
sirable trait for the obvious reason that it greases the
skids of commerce. If you compare a market based upon
fungible currency to a barter economy the difference is
stark. You may trade a goat for two rolls of fabric today
and trade one of those rolls for 100 pounds of flour to-
morrow. While this works tolerably well in local en-
claves, it doesn’t scale or interoperate very well. It’s very
hard to separate the value of the good from the good it-
self. It is the fungibility of currency that makes it superi-
or to barter as a medium of exchange.
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Looking Back at a Look Forward
In 1998, at the threshold of the new millennium, The
Defense Advanced Research Projects Agency
(DARPA) put out a rather unusual request for pro-
posal. It was a challenge to researchers to mount an
“Expedition to the 21st Century” with the goal of ex-
ploring and reporting back on the information tech-
nologies of the future. MAYA was encouraged to pro-
pose, and we did so. Below is the preface to our suc-
cessful proposal, transcribed verbatim:

The Post-Computer Era
Components and Information Architecture in

the 21st Century
BAA: #99–07 (Information Technology Ex-

peditions)
Dec 07, 1998

We have received a preliminary report from our ad-
vanced reconnaissance mission to the 21st Century
and it contains surprising and sometimes puzzling
data. As expected, this culture is awash with informa-
tion devices of all description. Indeed, it is rare to en-
counter a manufactured item of any type whatsoever
that does not possess at least some capability to pro-
cess information. A great many of these devices are
based on a technology known as JAVA++, but early
predictions that this language would become the
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universal development environment proved to be
overly optimistic, especially on the numerous low-end
devices. For example, most magazine ads contain an-
imations printed in semiconductor inks comprising
polymer integrated circuits powered by amorphous
solar cell paper. Although the resulting processors are
impressive, heroic efforts to port the J++ virtual ma-
chine to this platform have not gone well, so produ-
cing apps for them remains a craft industry involving
low-level programming.

Despite such limitations, it is a striking fact that vir-
tually all such devices appear to have at least some
ability to interoperate. (Even the magazine ads
can—if the reader touches a designated spot—dis-
pense short messages to a wristwatch/PDA.) Short-
range RF, bodylan techniques, and other technologies
not fully understood act as the threads that stitch to-
gether literally trillions of separate devices into a
seamless worldwide dataflow of computation. In-
formation flows freely through this landscape of
devices like water in a brook—effortlessly finding the
shortest available route to its destination, flowing
around obstacles along the way.

Although the Internet has continued in its role as the
“spinal cord” of society, 20th Century assumptions
that all devices will essentially become Internet ter-
minals have proven wrong. A great deal of
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information flows through ad hoc, spontaneously
self-organizing networks that function as “tributaries”
to the Internet. (Contemporary researchers were
amused to discover that a tiny but measurable per-
centage of the transcontinental data traffic flowed by
hopping from vehicle to vehicle along Interstate 80.)
The component architectures, data models, security
and routing algorithms necessary to support this vast,
ever-shifting, heterogeneous sea of packet-switched
computation remain a complete mystery to our
investigators.

But, the most astonishing finding about 21st Century
society is that it is practically devoid of “computers”!
The term rarely appears in print; the PC as an artifact
can be found only in museums; and the employment
advertisements contain no category for “computer
programmer.” Although a huge amount of computa-
tion obviously takes place in service of this society, it
appears to occur primarily as an emergent property of
the milieu of special-purpose information devices.
Evidently, the status of “computer” in society went
the way of the electric motor—evolving over time
from being a centerpiece of technology to a mere
component that disappears entirely into the inner
workings of countless appliances.

There are many things that we don’t understand
about the functioning of this technology.
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Everyone—and no one—seems to be a programmer.
Device interoperability seems to be complete. It is
quite common to see random collections of stuff be-
ing composed—even by children—into sometimes
strange but always functional ensembles of informa-
tion devices. Military units in the field have been
known to improvise computational resources out of
spare vehicle parts. It is clear from these examples
that the component revolution has succeeded far bey-
ond anything contemplated today. Moreover, com-
ponent interoperability on such a grand scale must be
mediated by some universal information architecture
that greatly surpasses current art (this is especially
astonishing given the aforementioned fact that these
devices are not based on any single implementation
technology or object model). Finally, since the sheer
numbers of devices involved preclude any kind of
centrally orchestrated component integration, how
global system coherence and integrity are maintained
is a complete mystery.

The goal of our proposed expedition is to discover
and prototype architectural principles that will sup-
port radically complete interoperability among huge
numbers of wildly diverse information devices. We
will create generic, field-composable compon-
ents—both hardware and software—that can be
quickly assembled to duplicate the functions of con-
temporary personal computers, while also supporting
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ad-hoc assembly into unique, special purpose devices
of great diversity. The design of such devices will fol-
low architectural principles geared toward unpreced-
ented scalability. Some of the prototyped
devices—such as network interfaces and data display
software components—will be of broad applicability,
while others—such as sensors and domain-specific
simulators—will be quite specific. But, no matter how
diverse, or how randomly matched any set of devices
may be, each will be able to meaningfully exchange
data with the others. Storage devices, displays, and
general computational resources will all be orthogon-
ally composable. For example, one will be able to plug
in a keyboard and monitor to a cell phone in order to
edit its configuration. This will be accomplished not
by providing VGA and keyboard ports on the phone.
Rather, “semantic interconnects” mediated by simple
universal “information objects” will permit such oper-
ations to be mediated at the message-passing level.

Our application of this concept to computing devices
is slightly metaphorical and not quite precise. But the
basic idea is the same. To the extent that building blocks
of a system are fungible, that system is easier to build,
easier to maintain over time, and more likely to benefit
from the positive forces of free market processes. This is
the point of modular architectures of all kinds. A toy
structure built out of Lego bricks is vastly easier to build
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than a similar structure made out of hand-carved wood.
Even better (at least from the consumer’s perspective),
once any relevant patents have expired, a successful line
of modular products invites competitors. There now ex-
ists a thriving market of Lego-compatible toys. Although
it is true that some of these products directly compete
with the real thing, many others represent extensions to
new (often niche) markets—expanding the customer
base into areas where the original innovator cannot or
chooses not to go. There are businesses specializing in
Lego-compatible ninja dolls; medieval weapons; custom
colors; and on-demand customized graphics. It is un-
likely that the existence of this market represents a net
loss to The Lego Group. Fungibility builds markets and
empowers users.

Where We Stand Today
How does the computer world score in terms of fun-

gibility? At first glance, that answer appears to be “very
well.” What is more interchangeable than the PC? If you
can perform a task on one modern Window’s box, you
can pretty much assume that you could do it on another
one as well. And even the dreaded PC vs. Macintosh di-
vide is not what it used to be. Modern development en-
vironments have vastly simplified the process of
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creating cross-platform applications, and robust “virtual
PC” environments are available to fill in the gaps.
However, this interchangeability was largely achieved at
the expense of diversity. General-purpose computers are
mostly interchangeable because they mostly all run the
same software.

This lack of diversity has two very serious negative
consequences: First, this kind of interchangeability im-
plies generality, and generality implies complexity. Se-
cond, whenever we put all of our eggs in one basket, we
are asking for trouble. A lack of diversity inevitably leads
to fragile and vulnerable systems. In the case of the PC,
this fragility is manifest in many ways, but most prom-
inently in the utter absurdity of the current Internet vir-
us situation. Books have been written on this topic, so
we will restrain ourselves here. The following statistic
seems sufficient: A PC plugged into the Internet without
a firewall will almost certainly become infected with a
virus (and thus become co-opted as a source of spam or
worse) within a few minutes. The modern PC, it seems,
is not a very wise choice as our only egg basket. This
path to device fungibility is not going to get us much
farther.

But what of less general devices? As we work our way
down the computing food chain, does fungibility in-
crease? In fact, the opposite is the case. The current crop
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of high-end mobile devices generally avoids the virus
plague via a set of techniques known collectively as the
walled garden approach. This means that the devices
are “tethered” to their manufacturer so that even after
the device is in its owner’s hands, the mother ship re-
tains ultimate control over what software may or may
not be run on the device. If, for example, Apple decides
that a piece of software is insecure, of poor quality, or
otherwise inappropriate, then that software cannot be
run on a stock iPhone. Apple even retains the ability to
delete software from all iPhones after the fact. Such ar-
rangements are the rule and not the exception with con-
temporary smartphones, as well as DVRs, cable and
satellite boxes, and most other subscription-based
devices. This approach for the most part does an excel-
lent job at keeping these devices safe in a way that PC
users can only dream about. But it reduces the fungibil-
ity of these devices to almost zero. Your TiVo contains
all of the hardware and most of the software to serve as
a general-purpose computing device. Moreover, one can
imagine many compelling uses of a computer constantly
connected to your TV. But, unless you happen to be a
very well informed tinkerer with a lot of time on your
hands, you are out of luck. That powerful, video-enabled
PC in your living room will only do what the TiVo people
permit. Smartphones have apps and so are much more
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flexible, but they are not much more fungible. If you
wish to switch from an iPhone to an Android device, you
will pretty much be starting over. And, using that lovely
touch screen for some ad hoc spur-of-the-moment pur-
pose is simply out of the question.

So, how about really low-level products? Again, from
a fungibility perspective, things only get worse. Your
clock radio and your cordless phones and the half-dozen
remote controls that have no doubt accumulated on
your coffee table all contain reasonably powerful com-
puters, and as we have seen, newer models may well
have some kind of communications capability. And, just
as with a TiVo, it is not difficult to imagine useful, con-
venient, and creative ways to customize or repurpose
these devices to better fit the particulars of your life. But
if you are tempted to try, be prepared to learn to use a
soldering iron.2 Every device is an island, locked in to a
very specific use that is almost impossible to change.
This is particularly galling in the case of all those remote
controls. Yes, most new remotes have “features” that
purport to make them “universal,” yet somehow some
necessary function always seems to fall between the
cracks, and the collection on the coffee table continues
to grow. In more than a quarter-century of trying, the
technology industries have proven incapable of even
making the half-dozen devices found in a typical
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entertainment center work together well enough to be
tolerated by any sane consumer.

Where We Can Be Tomorrow
There is an exception to that last statement. A home

theater can often be made to work seamlessly if you fol-
low one simple rule: Just buy all your stuff from one
manufacturer. This is essentially the moral equivalent of
the walled-garden approach. Simply by ceding all
decision-making power to a single corporation, most of
our problems are solved. Another example of the viabil-
ity of this approach can be found in a different industry:
Imagine a world in which all of your doors and windows
were automated; in which the security system was auto-
matically and unobtrusively activated at all the right
times; and in which you were instantly reminded if you
leave your keys in the lock. This description is either fu-
turistic science fiction or it is utterly mundane, depend-
ing upon whether it is describing your home or your car.
What’s the difference? Simply that cars are designed
and built as a unit and houses are not.

Unfortunately, a walled-garden home would leave
something to be desired. It is one thing to be forced to
choose between Apple and Android when buying a
smartphone, it is quite another having to make a similar
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choice when buying a home. A consumer would be a fool
to agree to a single-vendor commitment when investing
in something as complex and long-lived as a home or an
apartment. Imagine deciding five years into owning a
home that you’d like to change something. Maybe you’d
like to update the lighting, or the furniture, or the refri-
gerator, or the doors. Sorry, if the manufacturer doesn’t
make those things or have a deal with someone who
does, you are just out of luck. And don’t even think
about trying to install that heirloom furniture from your
childhood home. This, in a nutshell, is the challenge of
pervasive computing: How do we build a world that
hangs together well enough to be worth living in without
giving up the ability to pick and choose among compet-
ing offerings? If the industry is going to find an answer
to this question, it is going to involve a change of per-
spective, and the giving up of some very ingrained
habits. Instead of using deliberately incompatible
designs and protocols, manufacturers must begin to see
themselves and their products as participating in an
ecology—an ecology of information devices.

This will involve a change in mind-set. In today’s
market it is extremely common for the manufacturers of
consumer electronics to go out of their way to make it
difficult for third-party devices to interoperate with
their products. But in an information ecosystem,
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interoperability must become a sacrament. The sheer
scale and diversity of the world that we are in the midst
of building implies that going it alone is a fool’s errand.
Attempting to do so once this trend gains steam will
represent a choice analogous to that made by the early
online service providers such as Prodigy and Com-
puServe as the open Internet slowly but inexorably over-
took their proprietary models—and the results will be
the same.

How will this kind of universal interoperability be ac-
complished? Is it even feasible? This is a fair question. A
straightforward extrapolation from today’s networking
practice might lead to a certain pessimism. Will a tril-
lion devices all be nodes on the Internet? Are we going
to burden every light switch with the complexity re-
quired to speak the complex suite of Internet protocols
plus some standardized home control protocol? And do
we expect existing standards bodies to produce such a
protocol and negotiate its universal adoption? Does our
goal of device fungibility in an open market imply de-
tailed published specifications and standards for every
possible feature of every possible product?

The answer to all of these questions, fortunately, is
“no.” First of all, a trillion-node network does not imply
a trillion-node Internet. The vast majority of pervasive
computing devices will only ever communicate with
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their immediate neighbors in a preconfigured peer-to-
peer arrangement. This is not to say that there will not
be data paths to and from the Internet to such devices.
But in a great many cases those paths will be indirect,
often involving numerous hops over much more primit-
ive data paths. On the matter of protocols and standard-
ization, the first thing to recognize is that very many
devices have very little to say for themselves. Imagine
putting all the complexity of a PC into a doorbell to get it
“on” the Internet. Today, due to our lack of modularity,
the most practical path often involves something nearly
this complicated. A doorbell need communicate only
one message, and that message is only a single bit long.
This may be an extreme and atypical example, but if we
go just one more step, to a protocol containing exactly
two messages (which still requires a payload of only one
bit), we will have captured the needs of a great many
devices, including simple light switches, desk lamps,
motion detectors, door locks, and many, many other
devices. If we allow ourselves four bits (16 unique mes-
sages), we will have subsumed the needs of numeric
keypads, simple telephone dialers, many security pan-
els, and so on.

The previous paragraph may seem trivial and
simplistic, but it is the key to the path forward. The trick
is to recognize that the set of all devices requiring only,
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say, two messages forms a class. At MAYA we call such a
class a realm. Once we have conceptualized the notion
of realm, several key pieces of the puzzle quickly fall into
place. First of all, although some realms—such as the In-
ternet—have a great many different messages and so are
quite complex, many others, including the ones just de-
scribed, have very few different messages and so are ex-
tremely simple. The value of this observation lies in the
fact that simple realms require only simple protocols,
and simple protocols are easy to get people to agree to.
If we can only manage to resist feature creep, there just
isn’t very much to fight about.

The next realization is that if we avoid making unne-
cessary assumptions about how a realm will be used, we
can get a great deal of interoperability for free. So, for
example, if we are careful to define the two messages for
our light switch not as “on” and “off,” but as “true” and
“false” (or, equivalently, as “1” and “0”), then the same
protocol can be used for all other two-valued devices,
which means that any two such devices can speak dir-
ectly to each other.3 This means that in one fell swoop,
we have achieved universal interoperability among the
vast number of devices—existing and potential—in the
“True/False, On/Off, 1/0” realm. This in turn implies
that, for example, all motion sensors will have achieved
near-complete fungibility, and also that some blue-
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collar installer out in the field can be sure that any one
of them can be used to control, say, any light fixture.

This is still pretty trivial. But we next observe that
realms can be nested in the following sense: We can eas-
ily arrange for the 2-message realm to be represented as
a proper subset of the 16-message realm (e.g., by agree-
ing that “1” means “True” and “0” means “False”). If we
then add the simple requirement that all devices ignore
any message they don’t understand, we now have a situ-
ation in which the simple 2-state devices can be directly
mixed with members of the more capable 16-state
realm. So, our simple light switch could serve as a
source of messages for a controller that understands nu-
meric commands, and vice versa. Moreover, even if we
fail at coming to universal agreement on realm defini-
tions, this will create a market for simple devices to
bridge incompatible realms (we call such devices
transducers).

The plausibility of this story clearly depends upon
keeping things simple. It is one thing to talk to a light
switch. But the list of messages we would need to con-
trol, say, a satellite TV set top box would be another
matter. And what about device fungibility in the case of
such a box? The features of such a device are so numer-
ous and idiosyncratic that it would seem that we have
made very little progress toward our goal. The answer to

77/596



both problems involves one of the most basic patterns of
nature: recursive decomposition. This is just a fancy way
of saying that complex things should be built out of
simple things. We can think of our satellite box as a
wrapper around several simpler devices: a tuner box, a
box that sends pictures to your TV, a user-interface box,
a diagnostic box, a movie-ordering box, a video decryp-
tion box, and so on. Some of these boxes may be made
up of even simpler boxes, perhaps down several levels.
Thought of this way, no single part of the system needs
to be all that complex—at least in terms of the messages
we might want to exchange with it. If we can then figure
out a way to expose the internal interconnections among
these simple components to the outside world, we will
be off and running. Figure 2.1 sketches this concept as
applied to the components of a clock radio.
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Figure 2.1 Componentized clock radio: a common
appliance re-imagined as a modular device

Please note that we are not necessarily suggesting
that satellite boxes or clock radios should be physically
modular—cost, space, and aesthetic considerations often
preclude this. What is absolutely essential, though, is
that we as the architects of Trillions start to think re-
cursively and resolve to keep any given module simple
enough and open enough that it could in principle serve
as a fungible building block of new and unanticipated
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assemblies. Today, computing is largely thought of in
terms of hardware versus software. The concept of fun-
gible information devices drives a refactoring of this ap-
proach. Instead of thinking of hardware and software,
we suggest that a more fruitful way of thinking about in-
formation systems would be to start with the distinction
between devices and information. In essence the divide
is between physical and metaphysical. Devices can then
be further divided between hardware devices and soft-
ware devices. These are built in very different ways, but
they do exactly the same thing: They process informa-
tion. In practice a particular building block may start
out as a software module and, later, it may be replaced
by hardware—or vice versa.4 This may happen because
someone else in the market produced a version of the
building block that was faster or more energy efficient
or more robust along some other dimension. In a world
of fungible components, such substitutions will become
routine—they can be done without disrupting the basic
architectural integrity of a design.

If we can make the transition to interchangeable in-
formation devices that are fungible between software
and hardware, we will quickly see an explosion of innov-
ation. We will discover that our customers will amaze
us. Far from costing sales, interoperability will cause our
products to be used in ways we could never have
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imagined, and in numbers we could only have dreamed
of.

These ideas are simple, but they are not simplistic.
This kind of thinking lights the way toward an open,
competitive marketplace of incrementally evolving
device families that collectively will deserve the label
ecosystem.

LIQUID INFORMATION
Liquidity is the other side of the fungibility coin. In

economics the term is used in various ways, all generally
relating to the free flow of value in an economy. Simil-
arly, our metaphorical usage refers to the ability of in-
formation to flow freely where and when it is needed. At
one level of analysis, the Internet itself is a triumph of
information liquidity. There are perhaps five billion or
more devices connected to the Internet, and any one of
them is capable of sending packets of data to any other
one almost instantly. But users don’t care about packets;
they care about meaningful units of information, and at
that level, the liquidity scores are much more mixed.
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Where We Stand Today
There is so much information available on the Inter-

net, and there are so many different ways to measure
quantities of information, that any statistic about how
many petabytes, or exabytes, or whatever, of informa-
tion on the Net is essentially meaningless. But there is a
lot—eclipsing anything the world has seen by orders of
magnitude. And a significant percentage of it can be
summoned to a screen near you with a few clicks of a
mouse. Doesn’t this count as liquidity? Not really. The
term liquidity evokes images of a bubbling brook, with
water finding its own course around boulders and down
waterfalls; merging with other streams; being scooped
up into buckets and poured into bottles and glasses. The
flow of information from a web server to your screen is
nothing like that. It is a highly regimented, rigidly en-
gineered process by which largely predetermined
chunks of data are dispensed in predetermined formats.
Every website is like a discrete vending machine where
we go to procure a certain particular kind of informa-
tion. When we need a different kind, we move on to an-
other machine. In this sense, it is less a matter of the
data flowing to the user than the user traveling to the
data.
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There are modest exceptions to this pattern. The
most obvious example involves what is known in web
jargon as mashups. The term refers to the practice of
gathering information from multiple sources around the
Net and displaying them together on a single web page.
The most common example involves using Google maps
as “wallpaper” in front of which various geocoded data
points may be displayed. This is indeed a big step for-
ward, but in most cases the effect is more like the layer-
ing of one or more transparent acetates over a map than
a true intermingling of independent data objects. A
more aggressive plan for promoting information liquid-
ity involves a family of protocols and interfaces that
have been developed by the web technical community
with the explicit goal of getting the data to flow. These
include mechanisms with names like RSS (real simple
syndication) and SOAP (simple object access protocol).
These are parts of a broader framework going under the
name of web services, and comprise techniques for
sharing small amounts of information from one ma-
chine with another on demand. Again, such techniques
represent real progress, but for the most part their
designs assume a conventional client/server pattern of
data flow, in which all aggregations of data ultimately
reside in large servers controlled by single corporate en-
tities. The data flow, but only begrudgingly.
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As we have already seen, the low-level Internet is a
marvel of liquidity. If you can represent something di-
gitally, you can transport it using the Internet. Word
processing files, photos, web pages, spreadsheets, mu-
sic, movies, computer programs, encrypted files whose
contents are a total mystery—it makes no difference. If
your target device is on the Net and it has enough room,
the Internet can get it there for you. We’ve come to take
this fact for granted, but if you think about it, it is quite
a trick. How is the trick done? How did a small group of
designers working in a day when CNN on a computer
was an ironic joke manage to anticipate all this di-
versity? The answer is very simple: The Internet slices
everything up into a bunch of little data containers
called packets. The problem thus reduces to a relatively
simple one of creating mechanisms for moving around
packets. The strategy is the same as that seen in the use
of standardized shipping containers for the transport of
physical goods. Instead of having one system for moving
machinery and another one for moving dry goods and so
on, we simply put everything into standard containers,
and then design all our cranes and trucks and ships and
railcars to efficiently move those containers.
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The Box That Flattened the World
On a spring day in 1956, an alert ship spotter in Ne-
wark, New Jersey, might have caught a glimpse of
something odd. Steaming out of port was a converted
oil tanker with 58 trailer trucks lashed to its deck,
bound for Houston, Texas. The ship’s name was
Ideal-X, and her voyage was something of a rapid
prototype of an idea that changed the world: the in-
termodal shipping container. In the decades following
this experiment, those hacked-together trailers
evolved into a worldwide fleet of 100 million highly
engineered standardized containers in which the vast
majority of the planet’s goods are transported. These
containers are the common currency of a global eco-
logy involving ships, trains, trucks, forklifts, cranes,
and a hundred other specialized devices and facilities
(Figure 2.2).

Standardized containers are so familiar and so seem-
ingly obvious an idea that it is difficult to remember
that half a century ago virtually all freight was
shipped break bulk—loose bundles of product loaded
onto ships using big nets and arranged carefully (or
not) into the holds of ships, one item at a time by
muscular longshoremen. When the ships reached
their destinations, the process was repeated in re-
verse, as the items were transferred into boxcars or
delivery vans for the next step of their journey. Nor is
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it easy to imagine the years of struggle—technical,
economic, and political—by a few industry visionaries
that were required to pull off this apparently simple
innovation. And yet today’s global economy would
have been impossible had those visionaries not
prevailed.

The analogy between physical shipping containers
and information objects such as Internet packets is
striking. In both cases, simple technologies serve to
catalyze the development of highly integrated, stand-
ardized systems for the liquid flow of value. In both
cases, containerization supports a clean separation of
payload from transport—making a true integrated
system possible without requiring an unrealistic de-
gree of standardization of payload. Today, 50 years
after the Ideal-X’s voyage, the technique she proto-
typed has become nearly universal. The world’s se-
mantic data, however, are still shipped break bulk.
We will not make it very far up Trillions Mountain
until this changes.

86/596



Figure 2.2 The intermodal shipping container: a
standardized interface between shippers and carri-
ers
The concept of containerization is further explored
online at http://trillions.maya.com/
Containerization.

Packets are small, they are simple, and most import-
antly they are (at least so far) non-negotiable. If you
want to be part of the Internet, you need to deal with
packets, and if you want to use the Internet, you need to
turn your payload into packets. This is not to say that
packets are always the best way to represent data. For
any given task, a clever engineer can usually conceive of
a bespoke representation that would be more efficient
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and/or convenient. But almost never is this worth the
trade-off.

Regrettably, nothing like the packet exists at higher
levels of our information infrastructure. Our semantic
stack progresses nicely from the bit to the byte to the
packet. After that, however, standard practice degener-
ates to a chaos of “just so” protocols that bear a closer
resemblance to longshoremen with nets than to the
structured simplicity of shipping containers. The emer-
gence of a uniform data container is in the critical path
to the world of Trillions.

Where We Can Be Tomorrow
Suppose we did have a “container” for data. Nothing

fancy like XML or its ilk. Just one small step up from the
packet. Think of it as a little box into which you could fit
an e-mail message, or a single image, or a chapter of a
book, or a single scene from a movie. Let’s add just one
more feature: On the outside of each “box” we could put
a unique number. Not a name or a date code or an own-
er or anything like that (those things will be inside the
box), just a number that is different on every box.5

Think of this number as being like the barcodes that we
routinely put on the outsides of virtually all shipping
containers. Such numbers aren’t names because they
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don’t identify the contents of the box, only the box itself.
(This is important: It encourages all boxes to be treated
on an equal basis. Plus, in most cases, it is none of the
transporter’s business what is in the box, anyway.) We
could then use these numbers as pointers that allow the
contents of one box to refer to other boxes. In this way,
for example, there could be a box that in effect refers to
an entire book or movie, simply by containing a list of
other boxes’ numbers.

Such a concept (except for the unique identifier) was
proposed in 1997 by Michael Dertouzos, then head of
the MIT Laboratory for Computer Science. He prefaced
the proposal with the following quotation:

Achieving some basic degree of understanding among
different computers to make automatization possible
is not as technically difficult as it sounds. However, it
does require one very difficult commodity: human
consensus.
As Dertouzos suggests, this idea is, from a technical

perspective, really quite trivial. Making it happen in
practice is quite another matter. The problem is that the
way of thinking implied by this simple little idea is com-
pletely at odds with the way the web deals with content.
For this reason (and this reason alone), the challenges
are significant. But let’s fantasize for a moment and
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assume that in the future all content is shipped around
the Net in our little boxes. What would such a world be
like?

For starters, it would be a much simpler world. Even
though the Net is based only on packets, if we go up a
level we discover that it is replete with special-purpose
protocols and standards, all of which do pretty much the
same thing. There is a protocol called SMTP that is only
used for sending e-mail. There is a different protocol for
fetching e-mail (actually, there are two: POP and IMAP).
There is HTTP for web pages, NTP for the time of day,
the aforementioned SOAP and RSS (among others) for
“web services.” We will not belabor the point, except to
note that as of this writing, the Wikipedia list of such so-
called application layer protocols contains 51 items.
There is no doubt that every one of these protocols has
some handy features and optimizations that were im-
portant back when computers were orders of magnitude
slower and when the Internet was accessed via dial-up
lines, but we can assure you that with today’s technology
there is no data payload being transported by any of
them that couldn’t be successfully put into our little
boxes.

Thus, all 51 protocols could be replaced by a single
protocol. (Let’s call it LBTP—Little Box Transport Pro-
tocol). Such a change would be guaranteed to vastly
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increase information liquidity. This is true for several
reasons. For starters, both data transport and data stor-
age would become much more standardized and gener-
al. Instead of requiring devices to have the complexity of
a relational database or some one-off remote access pro-
tocol to fetch and store information, we just ask for a
trivial ability to get little boxes and give little boxes. This
becomes increasingly important in the age of Trillions,
since it permits relatively simple devices to retain gener-
ality. If a device can transport and store one little box, it
can do so with another. The computers in your car
might or might not be able to display pictures from your
camera or save the state of a video game, but in our hy-
pothetical world they will surely be able to back them up
in a network dead zone and pass them on whenever ser-
vice is restored.

Additionally, since the boxes are assumed to be relat-
ively small, designers will be forced to break up large
blocks of data (such as web pages and large databases)
into smaller units. Although it is true that this could be
done stupidly (e.g., by breaking the data up into se-
mantically meaningless blocks at arbitrary cut-points)
this is not what competent engineers will do. Rather,
they will tend to make their slices at semantic boundar-
ies. So, for example, if a web page comprises a list of
travel information about 50 cities, each city will tend to
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be given its own box. This, in turn, will tend to support
the evolution of user interfaces that make it possible to
tear off parts of visualizations that are of interest to the
user. Such fragments of data could be mixed and
matched and caused to flow into tight spaces of the per-
vasive computing world, performing functions that
today would require the cost and complexity of a PC or
an iPhone.

The liquidity resulting from this kind of containeriza-
tion of data is an essential step in the emergence of the
trillion-node network. The traditional Internet serves as
the arteries and veins of the worldwide information cir-
culatory system, and it will continue to do so. The ad-
vent of a network of many billions of cheaper, less-cap-
able, but far more ubiquitous devices represents the
emergence of a system of capillaries, reaching all the
cells of our technology and of our society. This is only
going to work if the viscosity of our information
lifeblood is reduced to a minimum.

CYBERSPACE FOR REAL
The word cyberspace has not fared well in recent

years. Its common usage has devolved into a geeky syn-
onym for “Internet.” This is a shame, because it
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originally referred to a distinct idea that is both nonob-
vious and important. It was coined by science-fiction
writer William Gibson in 1982—a time in which the idea
of a public information network was not even on most
people’s radar. Gibson’s cyberspace was in effect a par-
allel reality, a “place” filled with “things” made of bits
rather than atoms. Most importantly, it was a place
where people “went” to interact. The idea was captured
evocatively by author and sometime Gibson collaborator
Bruce Sterling in the following:

Cyberspace is the “place” where a telephone conversa-
tion appears to occur. Not inside your actual phone,
the plastic device on your desk. Not inside the other
person’s phone, in some other city. The place between
the phones. The indefinite place out there, where the
two of you, two human beings, actually meet and
communicate.
In Gibson’s stories, cyberspace is accessed via a “con-

sensual hallucination” produced by a machine involving
the attachment of electrodes to one’s head. Although the
real Internet may or may not someday come to that, the
mode of access is beside the point. For present pur-
poses, the inconvenient presence of a plastic screen
between user and cyberspace is incidental. What is not
incidental is that cyberspace is a (almost) literal place
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where people can “go” to find and interact with digital
“things” and also with other people.

In writing these words, we are painfully aware of the
triteness that many readers will perceive upon first
reading. Everybody talks about the Net this way. What
we are trying to say, though, is that these ideas are not
metaphors. The places between our telephones where
we have our conversations are not physical but they are
quite real. They exist, and they have done so for the cen-
tury and a half since the invention of the telephone. Also
real is the one-dimensional “path” defined by the radio
dial, along which one can travel and occasionally bump
into “objects” in the form of radio channels. The com-
puter and the Internet have expanded the scope of these
places almost beyond imagination. So, a little imagina-
tion is called for.

Where We Stand Today
What exactly do we mean by place? The idea is re-

lated to what mathematicians call manifolds. This no-
tion generalizes the idea of coordinate system and lets
us talk about “where” things are and “how far apart”
they may be. The surface of the Earth is a manifold, and
so the world has “places” where we can go and where we
can put things. If you use a modern personal computer,
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its so-called desktop is a manifold. It is a place where
you can put icons representing your digital stuff. You
can drag them around and group them in ways that you
find meaningful or pleasing—just as on your physical
desktop. This desktop metaphor has been with us since
the early 1980s, when it was introduced at the Xerox
Palo Alto Research Center and popularized by Apple
with the original Macintosh computer. It was a toe in
the water of a true cyberspace.

At the time, there was a great deal of research in a
field called Information Visualization6 on how this
metaphor could be extended from the desktop out into
the Internet so as to form the basis of a single, world-
wide collaborative information space—a true cyber-
space. But there was a competing vision. Its name was
“hypertext.” This term was coined in the 1960s by an ec-
centric visionary named Ted Nelson in the context of an
extremely ambitious plan for a distributed, text-based
information system known as Xanadu. Nelson’s vision
was sweeping and largely beyond our scope, but the core
idea was that of the hypertext link—a technique by
which disparate units of text could be associated such
that a single click of a mouse can take the reader in-
stantly from one place to another. In cyberspace terms,
hypertext links can be thought of as “magic wormholes”
from one point in space directly to any other.
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Thanks to Nelson and a small community of re-
searchers exploring the technical and human factors of
hypertexts, the idea was in the air as the World Wide
Web emerged in the early 1990s, and it was a very ap-
pealing one. If it lacked the new frontier romance of the
cyberspace vision, it made up for it with relatively
straightforward answers to pressing questions concern-
ing how users were going to find their way around the
vast new world of data that was rapidly forming itself.
Moreover, being essentially text based, hypertext tech-
niques were better suited to the graphically primitive
personal computers that were commercially viable for
consumer purchase at the time.

As a result, the vision (if not the term) of cyberspace
basically disappeared from the industry’s road map. The
first web browsers presented the Internet primarily as
columns of clickable lists leading to other such lists.
Soon, those columns were to give way to billboards of
clickable images, but the basic model remains the same.
The World Wide Web is literally a tangle of arbitrary
links. There is no sense of “distance” in the web model.
One can ask how many clicks it takes to get from one
web page to another, but beyond that, it makes little
sense to ask how “far apart” they are.7 It is analogous to
living in a town arranged randomly, completely without
neighborhoods. We have made up for this randomness
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with the miracle of Google. This approach has gotten us
a long way. But it is not the end of the story.

In the mid-1970s, an interesting piece of software was
making the rounds in the computer community. Its
name was ADVENT, which was short for Adventure (file
names were limited to six characters back then). If you
happened to stumble upon this program without know-
ing anything about it, it was a fascinating and disorient-
ing experience. After the briefest of introductions, your
terminal (most likely a teletype machine) would type the
following:
You are standing at the end of a road before a
small brick building. Around you is a forest. A
small stream flows out of the building and down
a gully.

>
A user at that time would recognize the “>” character

as a prompt that it was his or her turn to type. After
some fumbling, it became clear that you could type
things like “GO SOUTH” or “ENTER.” Typing the latter
would result in the following:
You are inside a building, a well house for a
large spring.

There are some keys on the ground here.

There is a shiny brass lamp nearby.
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There is food here.

There is a bottle of water here.
It turned out that the well house stood near the en-

trance to “Colossal Cave,” a huge underground labyrinth
filled with treasures to be found and puzzles to be
solved. Not only could you move around in and near the
cave, you could pick up, carry, use, and drop objects like
the keys, lamp, food, and bottle. And, if you dropped
something at a particular location and then came back
later, the object would still be there!

Users of Second Life will be unimpressed, but in 1975
this was a revelation. Perceptive observers (whether or
not they had any interest in the novel idea of playing
games on computers) were quick to extrapolate this rel-
atively simple stunt to something very new. This was the
computer, not as the realization of Charles Babbage’s
vision of “calculating by steam,” but computer as medi-
um—a medium sufficiently expressive for the creation of
what amounted to real places8—places where you could
put what amounted to real things. It didn’t take a lot of
imagination to picture multiuser versions of the game in
which people could “go” to meet and collaborate (this
was not long in coming). Those familiar with the nas-
cent Internet could extrapolate from a virtual model of a
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Kentucky cave to a virtual model of an office building or
hospital; or of a city; or . . . of the world.

As we have seen, this represents a path not (yet)
taken. We have been distracted by the low-hanging fruit
of the hypertext-based World Wide Web. But it is too
compelling a path to believe that we will not get back to
it soon. It is as if every piece of real estate in the world
somehow had an undiscovered companion lot right next
to it, waiting for development. How valuable would
some of those lots be?
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Is Cyberspace “Real” or
“Fictitious?”

You may be bothered by the claim that the “places”
and “things” in Adventure (or more generally, cyber-
space) are “real.” But consider: Uncounted thousands
of players have stood in front of that well house, each
having essentially the same experience. Strangers can
have conversations about their experiences in the vir-
tual Colossal Cave, just as they can about those in the
physical one. This is, of course, the same as asking
whether places that occur only in literature are “real.”
Is there, for example, a Middle Earth? Tolkien (who
wrote extensively on similar topics) called himself a
“subcreator”—the builder of a reality embedded in the
larger one provided by nature. Our use of the word
fiction as a literary category notwithstanding, it is a
little hard to call such subcreations fictitious. The
word means not real. Middle Earth is artificial, but
once created can we really say that it is not real? We
think not. In this regard, it seems to us that what is
true of literature is true of cyberspace: It is synthetic,
but it is quite real.

And, then there are those keys, the lamp, the food,
and the bottle. The really important difference between
the hypertext and the cyberspace models lies here: Vir-
tual places imply virtual things, that is to say, digital
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objects. What do we mean by this term? What counts as
a thing? Philosophers have earned good livings attempt-
ing to answer this question ever since Plato, and any-
thing we say on the topic will annoy somebody. So, let’s
keep it simple: Things have identities that persist over
space and time. If this is what we mean by digital ob-
jects, then it is fair to say that not a lot of the stuff out
there on the Net qualifies. Is a web page a digital object?
Well, a page is defined by a URL (the thing that starts
with “HTTP:”). But, a URL does not actually point to the
contents of a page. Rather, it points to the place in some
server (or server farm) where the page can be found.
This is more than a semantic distinction. It means that
the content itself has no real identity. There is no precise
way to point to the content without also pointing to the
location. And if the content is moved (if, say, it is taken
over by another custodian), its identity changes. These
are not characteristics of objects. Anyone who has
clicked on a dead link immediately wonders what that
thing was and if she can find it somewhere else. We, and
our ancestors, all grew up in a world of objects, so we try
to treat web pages as digital objects; we fool ourselves
into thinking they are. Until they disappear with a click.
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Where We Can Be Tomorrow
Think back to those little boxes of data that we dis-

cussed earlier. Each box has a unique number on its out-
side. The numbers are called universally unique identifi-
ers (UUIDs). The number identifies the container, re-
gardless of where it is located, and regardless of whether
the contents of the box change. Such containers thus
meet our minimal definition of digital object. We now
have everything we need to start to build a truly public
information space. We say public because the little
boxes are capable of maintaining their identity inde-
pendently of where they are stored or of who owns
them.

This may sound like a minor point, but it is not. Let’s
fantasize a little more: Suppose we assigned a UUID to
everything in the world that we wanted to talk about:
every place, every organization, every product, every
document, every dubious claim, every abstract
concept—everything (there are plenty of numbers to go
around, trust us). We don’t have to assign the numbers
all at once, and we don’t have to be completely consist-
ent—we can fix up the problems as we go along. Nor do
we need some central authority to assign these num-
bers. If you need a number for some entity, you would
simply check something like Google to see if somebody
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else already gave it one, and if not, you just make one
up. (It is not quite as simple as that, but pretty close.)
There is no need to fight over who gets to decide—they
are just numbers—one is as good as another.

Once we have these numbers, we can start to have
fun. Let’s say you have a nice experience at a restaurant
and you want to write a review. First, you create a note
on your phone, describing the experience. The phone
will automatically generate a new little box with a
unique identifier for the note. You publish the note
wherever you like—your favorite blogging site, some Ya-
hoo! Group, Facebook . . . whatever. In fact, you can
send it to all of those places. They will all remember the
UUID, so there will be no confusion. In fact, if you
prefer, you could publish the note yourself, cutting out
the middleman, if you are willing to run a simple server
on your PC—peer-to-peer style. Next, you send a little
message to a Google-like indexing service, which associ-
ates the number of your review with the unique number
of the restaurant (compared to what Google can already
do, this is duck soup). If you wish to identify yourself,
you can also include a third UUID identifying you as the
author (after all, you are certainly unique). That way
your friends can find your reviews in particular.
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And that, except for some not-very-hard details, is
pretty much it. Of course, this is just one example. Obvi-
ously, the Google-like service will associate the UUID of
the restaurant with the identity of its location (all the
search engines do this kind of thing already). All the
publishers will have UUIDs, too, so it will be easy to find
the note, or to update it if the publisher allows it. There
will be UUIDs identifying the intellectual property
status of your note, so people and machines can tell
whether and how they may use your review. You can
give your UUID to friends, so they can search for all of
your reviews, and so on and so forth.
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A Pioneer in the Reputation
Business

Back in 1841 a company was started to provide reli-
able information about the credit worthiness of busi-
nesses. It was built on a web of credit reporters who
roamed the business landscape investigating com-
panies. Abraham Lincoln and three other future U.S.
presidents were respected credit reporters of this
firm. The company, originally called simply the Mer-
cantile Agency, is now worth billions of dollars and is
known as Dun & Bradstreet (D&B).

Stripped to its essence, D&B’s business is reputation.
They are one of the world’s great connectors. In this
role, their prime imperative is to make sure that when
they are reporting risk they don’t confuse one com-
pany for another. As the economy grew, so did the
scale of this challenge. By the 1960s, they had em-
barked upon a systematic effort to computerize their
information. They invented a unique numbering
scheme for companies and began assigning identifiers
to each and every company that they knew to exist.
When a new company came into existence, a new
number was assigned.

Today those identifiers—called DUNS numbers—are
used around the world to identify businesses. The
United States government requires all companies that
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do business with it to have one. By assigning unique
identities to businesses, D&B was able to revolution-
ize the process of making decisions about an organiz-
ation’s riskworthiness.

A few years ago, D&B asked MAYA to explore the idea
of broadening its unique identity system to include
not only businesses but also locations, offices, and
business leaders. The idea was to assign an identifier
to represent everything reportable about a business.

As an experiment we were given 10,000 random re-
cords from the D&B database. After breaking up these
records into uniquely identified information objects,
we began to experiment with new modes of pattern
discovery. Within the first day of playing in our new
information sandbox, we discovered a way to uncover
hidden cases of business fraud that, if expanded to
D&B’s entire database, would lead to unprecedented
new forms of value for the firm’s customers.

The first pattern we found involved a custom vehicle
builder who was ranked as moderately safe by a num-
ber of credit firms. However, by assigning him and
his facilities unique identities to go along with the
DUNS numbers for his businesses we were able to
discover a disturbing pattern that had previously
gone unnoticed.

We created a visualization of his business relation-
ships mapped to his credit scores and found a series
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of waterfall-shaped curves. He seemed to have a tend-
ency to start a company, establish a good credit score,
and when it started to drop, fire all his employees,
move next door, and open up a slightly different busi-
ness. While this may have been something Honest
Abe would have discovered, there aren’t quite enough
credit reporters to go around now that we have hun-
dreds of millions of businesses in the world. For-
tunately, information architecture combined with
new techniques for information visualization and pat-
tern analysis are laying the foundation for networks
of trust that scale.

What we have essentially done in this story is to turn
the web inside out. Today, everything on the web is or-
ganized by publisher—if you want to read something,
you need to go to a (usually single) website that contains
it. In cyberspace, things can be organized by topic. In-
formation objects make this possible by separating the
identity of the object from its location (and, thus, its ef-
fective owner). The search engines try to do this with
today’s web, but it is a losing battle, since the hints they
have to work with are obtuse and unreliable. In cyber-
space, things are much easier, since the creator of a
piece of information gets to decide where to put it. And
by where we don’t mean places like Yahoo! or Facebook.
Rather, we mean places like “at the restaurant to which
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the review pertains,” or “the appliance that this user
manual describes.” This will not put Yahoo! or Facebook
out of business—quite the opposite. But it will cause
their business models to evolve—no doubt in interesting
ways.

As evidence that this capability has vast business po-
tential consider the explosion in the number of location-
based services of late. They allow you to do something
that may appear on the surface to be similar to our
story. However, they are regrettably tied to each com-
pany’s own servers and systems and in many cases
custom-designed database schemes. When (not if) those
companies change business models, fall prey to mali-
cious attacks, or go out of business, all your carefully
curated information will disappear, and you will find
that those web things you considered information ob-
jects didn’t in reality pass the test for true objectness.

Taken together, device fungibility, information li-
quidity, and a true cyberspace suggest a new and radical
path forward in the evolution of computing. Once we
have liberated the world’s data from their proprietary
silos, they will be free to flow downward into the rapidly
emerging capillary web of devices, where they can start
to interact via a trillion sensors and transducers with the
ground-truth of the real world. The promise of such in-
teractions is not just about computing as such, but

108/596



about the blending of the digital and physical world into
one seamless whole. Cyberspace becomes much more
compelling when it reflects, informs, and is informed by
the real world.

The rest of this book is in essence an exploration of
the prospect and problems of this process.

1 The word designer is used to label practitioners of
activities that range from the ridiculous to the sub-
lime. Later on we will give significant attention to the
concept of “design.” For now, suffice it to say that
our use of the term is broad. Engineers, for example,
are certainly designers in our book.

2 This is no exaggeration. It is common, for example,
for professional home-theater installers to physically
modify consumer devices in a heroic effort to lash to-
gether disparate products into a system with a
modicum of usability.

3 We are simplifying here just a bit. In addition to
agreeing on the messages, we also have to agree to
how those messages are actually transported, but
this is only a little harder.
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4 It is important to note that, although software is of-
ten thought of as data rather than as mechanism,
this is incorrect. Computer code indeed comprises
data, but a piece of code is in fact merely a plan (a
blueprint, if you will) for the creation of a running
computer program. The latter, although existing in-
side the memory of a computer, is an operational
mechanism—taking up space in memory and con-
suming energy. It is in every essential respect a
machine.

5 If you are worried that there aren’t enough num-
bers to go around, just do the math: 34 bytes would
be enough to label each atom in the known universe.

6 Our late colleague and fellow MAYAn Steve Roth
was one of the founders of this field.

7 For math geeks: Distances on the web are “topolo-
gical” in nature. A true cyberspace can support “to-
pographic” distances.

8 Significantly, Colossal Cave is a real place. The au-
thor of Adventure, a computer scientist named Will
Crowther, was also a caver, and he based the game’s
topology on a particular cave in Mammoth Cave

110/596



National Park in Kentucky. It has been claimed that
cavers who knew the cave could find their way
around the game, and vice versa.
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INTERLUDE

Yesterday, Today, To-
morrow: Platforms and

User Interfaces

This first interlude deals with the intertwined history of
platforms and user interfaces (UIs). It’s not a matter of
forcing two issues into one discussion. Standardized
user interface paradigms are in fact a kind of plat-
form—platforms used by developers to deliver standard-
ized user experiences to end users.

The computer represents a profound discontinuity in
the history of technology, and though the term platform
is relatively new to the scene, the idea that it describes
goes to the heart of that discontinuity. Computers as
such don’t actually do anything useful. Their utility lies
in their ability to serve as a medium (read platform) for



software. Much of the action in the evolution, business,
and politics of computing is intimately related to the
evolution of various hardware and software platforms.

YESTERDAY
For a long time, the only platforms were large boxes of
hardware. In the 1950s and 1960s, if you were a busi-
ness with a need for computing,1 you bought or leased a
mainframe from IBM, Burroughs, UNIVAC, or RCA, or
later, a minicomputer from DEC, Data General, or
Prime. Difficult as it is to imagine today, nobody to
speak of had yet conceived of the possibility of making
money on software. What little software came with these
machines from the manufacturer had to do with low-
level hardware bookkeeping and was considered a ne-
cessary evil. The manufacturers would no more consider
charging for it than they would for the pallets and crates
in which the machines were shipped. Beyond these most
basic programs, you were on your own. If you needed a
piece of software, you wrote it yourself or you swapped
for it with your colleagues at the annual users group
meeting of your particular hardware tribe.

In those days, each brand of computer—indeed, each
particular machine—was an almost completely isolated
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island. There was, of course, no Internet. But nor was
there any other practical way to connect even pairs of
machines together. If you needed to move information
(code or data) from one machine to another, your
choices were (a) to retype it; (b) to carry around a stack
of punched cards; or (c) if you were at a high-end shop,
move it via magnetic tape. Not that any of these were
very useful—there was little chance that the information
from one machine would be of use on any other. There
existed languages like FORTRAN and COBOL that were,
in theory, cross-platform, but in practice all but the
most trivial programs were tied to the idiosyncrasies of
particular machine architectures. If you owned a Lionel
train set, there wasn’t much point in borrowing your
friend’s American Flyer engine.

Then, at roughly the same time, two watershed devel-
opments occurred. First, transistors evolved into integ-
rated circuits (ICs), setting the stage for the micropro-
cessor. In addition to reducing size and cost, this devel-
opment had crucial effects on the nature of computing
platforms. Before the microprocessor, each computer
architecture was more or less the result of handi-
craft—different machines influenced one another, but
each was ultimately unique. The emergence of a small
number of industry-standard microprocessor families
changed that. Machines built around the Intel 8086
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CPU chip, for example, were all pretty much the same,
no matter whether the logo on the box said IBM, Digital,
or Dell. It was this fact that opened the door for Bill
Gates & Co. to redefine the notion of platform for a
generation.

Concurrent with the birth of the microprocessor
emerged the notion of the graphical user interface
(GUI), with the introduction of the experimental Xerox
Alto, and its commercial successor the Star office work-
station. A little-noted characteristic of these platforms
was that they were not organized around applications.
In the Xerox Star, if you wanted to compose an e-mail
message or a business letter, you did not “run” an e-mail
application or a word processor app. Rather, you simply
“tore off” a new document of the appropriate type from
a “stationery pad” and began typing.

This “document-centric” approach to interface design
represented a compelling and important simplification
of the computing landscape—one that, regrettably, did
not survive the GUI revolution. When Steve Jobs appro-
priated the GUI concept after his famous visit to Xerox
PARC, the notion of document-centricity did not survive
the transplant from Alto to Macintosh. The reasons for
this were fundamentally economic and organizational.
Seamless document-centricity requires a high level of
architectural integration that is much easier to achieve
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by a single development team than in the context of an
open, multivendor platform. The required architectural
techniques were simply not widely available at the time.
In addition, exposing the application as the currency of
software provided a convenient unit of com-
merce—something for third-party developers to put in a
box and sell without the necessity to directly interact
with the authors of the operating system. As a result, the
Macintosh and its more successful imitator Windows
evolved not as platforms for information (even though
this is what users actually care about), but as a platform
for applications, which are at best viewed by users as a
necessary evil.

The consequences of this rarely discussed choice are
hard to overstate. Viewed from an information-centric
perspective, each application for all practical purposes
acts as a data silo: Data created by and for one applica-
tion are commonly unavailable to other applications. If
a document happens to be born as an e-mail message, it
is doomed to that fate forever. It cannot, for example, be
placed onto a calendar, or entered into a cell of a spread-
sheet, or added to a list of personal contacts. It is what it
is, and what it is was determined by the application used
to create it. Things don’t have to be this way. They wer-
en’t that way for users of the Star in the 1980s, and they
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will not be that way for users of the successors of the
World Wide Web.

TODAY
The Internet, as originally conceptualized, represents
possibly the most well conceived piece of de novo engin-
eering design in the history of technology. Starting es-
sentially from scratch, the designers of the Net managed
to imbue it with such an ability to scale, such a bias to-
ward liquid data flow, such a propensity toward neutral-
ity, that it has so far withstood every insult to which the
vicissitudes of the marketplace have subjected it. The
subtlety of this design has been exhaustively examined,
and we will not repeat it here, except to say this: Implicit
in the ideal of the Internet is the existence of a free,
open, distributed, seamless public information space.
This ideal is directly at odds with the idea of “applica-
tions” as the fundamental building block of the “plat-
form” for worldwide computing. This is not news—the
tension has been felt for a long time. This tension has
led to several attempts at reform (e.g., CORBA and Java
“applets”). The only one that can claim large-scale suc-
cess is the web browser. The browser is in fact a meta-
application, aspiring to be the “last application.” That is
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to say, it aspires to be The Platform of the Future. This is
all well and good.

The problem is, the web browser is not a very good
platform.

For starters, it is incredibly impoverished as a UI en-
vironment. One of the most important innovations of
the GUI revolution was the idea of direct manipulation:
that we represent data objects as almost-physical
“things” in almost-real “places.” Yes, the “places” are
unfortunately behind an inconvenient piece of glass, but
we can equip users with various prosthetic
devices—mouse, trackpad, touchscreen—that empower
them to reach through the glass and directly manipulate
these new kinds of things in their new kinds of places. In
this way, all the skills that the human species has ac-
quired in a million years of coping with the physical
world would be more or less directly applicable to the
brave new world of data. It was a compelling, even
thrilling, vision, and the so-called desktop metaphor of
the 1980s barely scratched the surface of its potential.
By the early 1990s, we were on the verge of dramatic
breakthroughs in this realm.2

But then came the web browser. This innovation was
focused exclusively on another Big Idea, that of the
Hypertext Link: a magic wormhole that permitted users
to “travel” instantly from one part of the Information
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Space to any other part with a single click of the mouse
button. Here, as we have seen, was a quick-and-dirty an-
swer to some very sticky questions about how to em-
power users to navigate the huge new “space” of the bur-
geoning Internet. The 4,800-baud modems of the early
1990s were far too slow for a proper GUI experience, but
they supported the click-and-wait pattern of hypertexts
quite well. Well enough, in fact, to take the wind out of
the sails of direct manipulation. Progress in the realm of
designing and interacting with data objects virtually
ceased, its potential all but forgotten.

As always, the good became the enemy of the great.
Moore’s Law and the advent of ubiquitous broadband
have long since removed the technical impediments to
direct-manipulation Internet navigation. But the train
had left the station. The browser is the End of History.
For better or worse, we are stuck with it.

This, of course, is nonsense. We are already moving
on. Even within the current paradigm, there are those
who won’t take no for an answer. For example, through
some truly heroic engineering, Google and the de-
velopers of a technique known as Ajax have managed to
reintroduce a remarkably refined set of direct-manipu-
lation operations to Google Maps. But one can’t shake
the feeling that this (and the rest of the suite of tech-
niques that are often lumped under the label of
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“HTML-5”) is a stunt—remarkable in the same sense as
Dr. Johnson’s dog walking on its hind legs. Direct ma-
nipulation bends a web browser in a direction for which
it was not designed, and no long-term good can come
from this. We know how to do much better, and it is
time to do so.

A second problem with the browser paradigm is that
it is intrinsically asymmetrical. The line between suppli-
ers of web content and its consumers could hardly be
brighter. Most of us get to “browse” web pages. Only the
elite (mostly large corporations) get to “serve” those
pages. Yes, it is possible for sufficiently determined indi-
viduals to own and run their own web servers, but it is
an uphill battle. Your Internet Service Provider quite
possibly blocks outgoing web traffic through your home
Internet connection; they very likely change the address
of that connection at unpredictable times; and they
most certainly provide a much slower connection for
traffic leaving your house than for your inbound connec-
tion. It is also true that some websites let users “contrib-
ute” information for others to see, but it is per force un-
der terms and conditions dictated by the owner of the
website. End users can take it or leave it. If the power of
the press is limited to those who own the presses, the
web has not fundamentally improved the situation.
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Yet, here again, things don’t have to be this way, and
they did not start out that way. The World Wide Web
was created at a Swiss physics lab, and its ostensive ori-
ginal purpose was to permit scientists to more easily
share drafts of scientific papers without the need for me-
diation by a central “publisher.” The vision of everyone’s
computer communicating directly with everyone else’s
presents technical challenges, but these challenges are
not obviously more difficult than the ones involved in
creating immense central server farms to permit mil-
lions of users to browse the same pages at the same
time. The difference is less technical than economic. Of
the many ways that one could imagine making money
via a mass-market Internet, hoarding data is merely the
most obvious. But it has proven to be an extremely ef-
fective way, so there has—so far—been little incentive to
explore farther. Thus, the client/server interests are
deeply vested, and users remain emasculated.

Thirdly, information on the web is extremely illiquid.
Data flow almost exclusively from server to client. Later-
al data paths, either client-to-client or server-to-server
are practically nonexistent. For all practical purposes,
most data are trapped within a given server’s data silo.
This fact has two primary negative consequences: (1)
When data flow together and intermingle, their quality
and value multiply. Anyone who has ever successfully
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merged two ostensibly redundant databases knows that
all large datasets contain many errors, and that the
merged dataset is always of greatly higher quality (since
each serves as a check on the other). This is just one ex-
ample of the many synergies that occur when data inter-
mingle. (2) Data illiquidity tends to prevent reuse and
repurposing of existing data. On the web, the person
who decides what data are available is the same person
who decides how they are displayed. The architects of
the web gave lip service to the separation of data from
formatting, but never really delivered on this promise.
The many half-hearted attempts to address this glaring
deficiency—things like RSS, SOAP, and especially the
so-called Semantic Web—have made some progress, but
it is far too little and far too late.

Finally, and perhaps most basically, the web is poorly
engineered—embarrassingly so. This is something of a
taboo topic. The relatively few people who are entitled to
an informed opinion on this subject almost all have a
vested interest in the status quo. Moreover, most of
them are too young ever to have experienced a
genuinely well-engineered computing system of any
kind. They quite literally don’t know what one looks like.
Well, there is the Internet itself. But the Internet is so
well engineered, so simple, so properly layered, and so
stable that it tends to recede from consciousness. It is
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like the air we breathe—rarely thought of, much less
studied, but a thing of beauty, economical and elegant.
In stark contrast, the web and its machinery is a huge,
unprincipled mishmash of needlessly complex, poorly
layered protocols, ad hoc mechanisms driven by the
needs of shallow UI features, held together with Band-
Aids pasted upon Band-Aids, and devised for the most
part by volunteer amateurs.

How could this be? Judged by the bottom line, the
web is miraculous. Everyone uses it, and it very obvi-
ously changed the world. If the engineering is so bad,
how could we have accomplished so much? The answer
is simple and can be stated in two words: “Moore’s
Law.” As everyone knows, Intel founder Gordon Moore
proclaimed in 1965 that the number of transistors on a
commercially viable integrated circuit would double
every two years. The fact that this is more or less a self-
fulfilling prophecy does not lessen the mind-numbing
implications of what has proven to be an astoundingly
precise prognostication. Exponential growth can bal-
ance out many deficiencies, even those as egregious as
the way we run the web. The fact is that the amount of
raw computing power now at our disposal is such that
almost anything can be made to work, after a fashion.
The question, then, becomes not one of how we manage
to make the web creak along, but what we are missing
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by squandering our wealth on the support of
amateurism.

TOMORROW
We find ourselves at a peculiar juncture in the evolution
of computing platforms. Some aspects of the status quo
are good, and others not so good. This is, of course, al-
ways the case. What is unusual about the current junc-
ture is that the parts that are good are extraordinarily
good, while the parts that are bad are bad almost bey-
ond belief. Moreover, the bad parts—at least so
far—tend to manifest themselves as lost opportunities
and retarded progress, rather than as crash-and-burn
disasters. As we argue elsewhere in this book, this will
soon change. In the meantime, however, the net effect is
that everyone—sellers and buyers alike—are having such
an overwhelmingly good time with the good parts, that
it is difficult to even begin a conversation about the mer-
its of roads not followed. As has often been observed,
not even the denizens of Star Trek have devices with the
capabilities of the iPhone. As Pangloss would say, “This
is the best of all possible worlds and couldn’t possibly be
any better.”

124/596



But history is not over, and we can already glimpse
the future. As has already been noted, direct manipula-
tion of data objects is struggling back onto the user in-
terface scene. Spearheaded by the heroic engineers of
Google Maps, even web browsers have been coaxed into
supporting a quality of interaction design that threatens
to approach that of the early 1990s. More ambitious ef-
forts, most notably Google Earth, have demonstrated
that life outside of the browser is still viable when the
payoff to the user is sufficient. Apple’s Applescript
scripting language and its Quartz Composer visual pro-
gramming environment, although platform-specific and
limited largely to technically savvy developers, provide a
glimpse of the future of software development. Enthusi-
asm among the digerati for the Semantic Web, although
naive in the extreme, is illustrative of a widespread un-
derstanding that the future lies in the separation of data
from presentation.

These trends, among others, provide a reasonably
clear suggestion of the future. None of them, however,
represents a viable path forward. The situation is ana-
logous to aviation technology in the 1940s: Propeller-
driven airplanes were advancing steadily toward the
speed of sound. None, however, ever reached it. Achiev-
ing that goal took new thinking and new architectures.
The transition to the next stable plateau of computer
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platform design will be marked by a similar
discontinuity.

What will a “platform” look like in such a world? At-
tempting a detailed answer to such a question is, of
course, doomed to failure. But, there is much we can say
with reasonable certainty about the characteristics of
the next platform.

The first and most important such characteristic is, it
seems to us, an inevitable consequence of the emergence
of a global public information space. As the data are lib-
erated from their long entrapment within our machines,
and assuming that we dodge the current efforts to re-en-
trap them within large, corporate pseudo-cloud silos,
the notion of “application” will invert: Rather than being
vessels for containing and manipulating specific kinds of
information, apps will be applied to a vast sea of diverse
information. That is to say, they will become tools for
navigating, visualizing, accumulating, publishing, and
sharing disembodied information objects (Figure I1.1).
They will become information centric.
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Figure I1.1 Inverting the notion of computing: From
information “in” in the machine to applications, people,
environments, and devices being “in” the information.

Articulating exactly what this means is something of a
challenge. However, we can get some purchase on the
topic by extrapolating from the status quo:
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Figure I1.2 CNN.com homepage interpreted as a col-
lection of information objects

Let’s start by pointing a web browser to a familiar
web page: say, today’s CNN.com homepage (Figure
I1.2).

This is a good choice in that it benefits from a care-
fully thought out internal structure—one inspired by tra-
ditional newspaper layouts. More so than in many less-
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well-designed websites, this structure is clear at a
glance: The “currency” of this page is the “story”—made
up of headlines, text, pictures and video. There are
dozens of them—their headlines immediately available
for human browsing, their contents available at a click.
Across the top, there are numerous “tabs”—stylized but-
tons that allow one to change focus to other sets of stor-
ies, topically grouped. Each “story box” is carefully
rendered to look like a “thing”—separate from all the
other things on the page. It is almost as if users could
“clip” the stories that interest them and “paste” them in-
to a scrapbook of accumulated knowledge for later refer-
ence. Almost.

Actually, in some cases, exactly that can be done. As-
suming you are using a modern browser, you can drag
any photograph that may catch your fancy and drop it
onto your computer’s “desktop.” This will immediately
and invisibly copy the picture file onto your local disk
drive, where it will stay until you discard it.3

This is rather nice. It works in part because in the
web, images (for reasons lost in history) have a weak
kind of identity in the form of a URL. They are well-
defined, so the drag-an-image feature was an obvious
one to implement. Unfortunately, this is not true of
most of the other things on the page. If you try the same
trick on a video clip, for example, it will look like it
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worked. But, the thing you will get on your desktop will
not be a video, it will just be the image used as a thumb-
nail to represent the video. If you try to drag an entire
“story” you will discover that their nice thingness is only
skin-deep. They can’t be dragged at all.

And then there are the little “tabs” along the top of
the page. The “tab” metaphor suggests that they repres-
ent a collection of today’s stories about a given topic
(“sports,” “politics,” etc.). Dragging one of them would
be very nice: I could, for example, save all of today’s
political stories in a single gesture. Does it work? Of
course not. You can drag the tab all right. But you don’t
get a collection of stories at all. Instead, you get a URL
that points to whatever collection of stories happens to
be available on CNN at the moment. This is just a short-
cut to a “place” on the web. It doesn’t refer to a collec-
tion of specific stories at all.

This little thought experiment illustrates that the web
is a long way from information centricity. But that is not
the point. The point is that all of this is easily fixed. Let’s
imagine a slightly different CNN.com home page. It
looks and works exactly like the current one, except that
there is a little “locked” icon in the upper right corner of
the page. Clicking on that icon “unglues” all of the “stor-
ies”—allowing them to be dragged around (much like
holding your finger over the icons on an iPhone for a
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second permits you to rearrange them). Now you can
easily redo the whole page to your needs: moving inter-
esting articles to the top; grouping similar articles ac-
cording to your taste; deleting silly sports stuff entirely.

Even better, you could create new empty pages to be
used as containers for your stuff—dragging things that
interest you and making new pages that you can save
and share with your friends. And, of course, just as with
pictures, you can drag articles, videos, and even entire
tabs onto your desktop, into e-mail messages, or any-
where else that strikes your fancy. Suddenly, all of your
data have ceased being mere pixels on a screen, and
have turned into well-defined, concrete things, and
things can be moved, arranged, counted, sorted, shared
and subject to human creativity. The data have been lib-
erated. They have become liquid. It is hard to overstate
the significance of this seemingly small step.

It will come as no surprise that this future scenario
plays out using the little boxes of data we discussed in
Chapter 2. These boxes have the potential to become the
currency of an entire information economy. More than
an economy: an ecology. Remember these same con-
tainers can hold more than text and pictures: They can
contain numbers. With just a tiny bit of standardization
(far, far simpler than currently proposed schemes for
standardizing web pages), these numbers (as well as the
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text and pictures) can become the fodder for apps. For,
you see, the very act of making the little boxes easily ma-
nipulable by people also makes them easily manipulable
by code. These apps—since they will also be stored and
delivered in the same little boxes—will themselves be
manipulable, sharable (not necessarily for free), and
composable.

That last point—composability of apps—is worth
some elaboration. The act of moving from a world in
which the data are in the apps to one in which the apps
are applied to the data has profound effects on the po-
tential for interoperability across apps. When all apps
are essentially operating on the same pool of data ob-
jects, it becomes far easier for the user to creatively as-
semble composites of independently developed apps to
solve complex problems. This, in turn, will promote the
emergence of simple component architectures designed
to facilitate the construction of complex, purpose-built
“virtual appliances” out of collections of simple, general-
purpose tools. This is the essence of what it means to be
a “platform.” When a public information space blos-
soms, it will be the Mother of All Datasets. It will give
rise to the Mother of All Platforms.
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1 At this stage of the game, the idea of an individual
owning a computer was about as practical as an indi-
vidual owning a bulldozer—and about as useful.

2 Our own “Workscape” effort, done in collaboration
with Digital Equipment Corporation, is but one
example.

3 Actually, and somewhat ironically, the image was
very likely already on your disk drive, stored in a
mysterious and invisible place called your cache.
Further, the same images have been copied to mil-
lions of other users’ caches. But this is for the benefit
of your browser, not for you. The pieces of the global
information space are already there—they are just
not doing anyone much good.
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CHAPTER 3

The Tyranny of the
Orthodoxy

At any given moment there is an orthodoxy, a body
of ideas which it is assumed that all right-thinking
people will accept without question. It is not ex-
actly forbidden to say this, that or the other, but it
is “not done” to say it. . . . Anyone who challenges
the prevailing orthodoxy finds himself silenced
with surprising effectiveness. A genuinely unfash-
ionable opinion is almost never given a fair hear-
ing, either in the popular press or in the highbrow
periodicals.

—GEORGE ORWELL



INFORMATION
INTERRUPTUS

On November 6, 2008, an AOL staffer named Kelly pos-
ted a message on the America Online (AOL) customer-
relations blog called “People Connection.”

AOL Hometown was an online tool that let AOL
members build and maintain their own web sites hosted
on AOL’s system. Many of AOL’s customers had em-
braced Hometown as a repository for priceless personal
information. The service was once wildly popular. As
early as 2001, it is reported to have hosted more than 11
million web pages.
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The first official notice of the impending demise of
the service appears to have been posted on September
30, 2008, along with a procedure for retrieving user
data (during the 30-day period before the plug was
pulled). This procedure involved the use of a low-level
file transfer protocol called “FTP,” which a typical AOL
Hometown user had probably never heard of.1 In any
event, many of the users apparently didn’t get the
memo. User comments on Kelly’s post expressed disbe-
lief, grief, and finally outrage. AOL member “Rick” was
brief and to the point:

Things like this is why I left AOL, they think they own
your internet expereince!
A user named “Gloria” was more typical:

What happened to my web page on my husband, Bob
——, that took me many years to put together on his
career and which meant a lot to me and to the avi-
ation community. I noticed with 9.0 I lost the left
margin and the picture of him exiting the X-1. I need
to restore it to the internet as it is history. Please tell
me what to do. I will be glad to retype it, I just don’t
want it lost to the world.

I need help.

Gloria—
AOL member “Pat” was even more distraught:
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Well I am also so surprised to see all our work is gone,
why didn’t they notify everyone on the update
through email I never even knew this was going to
happen to even get a chance to save my webpage..Also
is anyone getting any answers as to where or how we
can get our work back..there has to be a way and
something saved on there end. AOL not for nothing
this was an awful decision to make and you have hurt
many people who cherish there pictures, there life
stories and just plain old happiness . . . It like stealing
our hearts and souls without our knowledge . . . I
WANT MY WEBPAGE INFO BACK I never gave you
permission to destroy it..we should all file one big
lawsuit against you for this. ANY LAWYERS OUT
THERE THAT CAN HELP..EMAIL US ALL for one
class action..or we get a second chance to get our work
back.
And then there was the unfortunate case of “Alice”:

It is so sad that I have lost all my saved all pages from
my daughter. That’s all i had left all her memories
now I have nothing at all. I lost my daughter 2 years
ago, and I needed those pages. I beg you is there any
way I can get them back pleaseee. It will be very much
appreciated.
In all, nearly 30 user comments were posted that day

and the next, and then the comments abruptly ceased.2
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One person said, “You gave us ample notice,” though
that may have been sarcasm. Most comments com-
plained of receiving no notice at all.

AOL posted no response at all to the comments. As of
this writing, a Google search of the string “http://ho-
metown.aol.com” still produces more than 9 million
hits. Most of these are links to content once found on
Hometown. None of them work. Nor, ironically, does
the so-called permalink that AOL thoughtfully included
in their original termination notice.3 Instead, at least at
this writing, the link (and, apparently, all other Homet-
own URLs) redirect to a newer AOL service called
Lifestream. We’re sure they will do better this time.

In the meantime, staff blogger Kelly was busy else-
where on the system. On December 2, 2008, she filed
the post, “Ficlets Will Be Shut Down Permanently,” and
the next day she posted, “Circavie Will Be Shut Down
Permanently.” It’s hard to deduce what “Circavie” was;
apparently it allowed one to create timelines of events
and embed them on other web pages. An interesting
idea, though few users took the trouble to protest its dis-
appearance. Ficlets, however, was another story. This
was a place for sharing works of very short fiction, and it
clearly meant a great deal to some AOL users. In the
comments attached to AOL’s announcement of Ficlets’
demise, “Brebellez” wrote:
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****SOBS!!!!****

What? This is the only place that I’m on
CONSTANTLY!! Its the only ‘happy place’. could you
please give me one thing? tell me, why. why is this
horrid, horrid thing happening!!??
And a user named Alexa said:

I feel like I lost a family member. Or several.

I’m completely overwhelmed by my shock.

I just . . .

I just really hate this.

Kevin, thanks for creating the one thought-provoking,
creative site on the Internet and the only decent thing
AOL has ever brought me.

AOL—a pox on your house.
“Kevin” is Kevin Lawver, the actual developer of

Ficlets, who posted a comment himself, which began:

I knew this was coming, I just didn’t know the day. I
tried, with the help of some great people, to get AOL
to donate ficlets to a non-profit, with no luck. I asked
them just to give it to me outright since I invented it
and built it with the help of some spectacular de-
velopers and designers. All of this has gone nowhere.
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Kevin revealed that he had exported all of the contri-
butions and has led a volunteer effort to reestablish the
Ficlets community elsewhere. And he added, “I’m disap-
pointed that AOL’s turned its back on the community,
although I guess I shouldn’t be surprised.”

Forever Is a Long Time
In fairness, sudden suspensions of service are not
unique to America Online. And, at least these were
“free” services. The same cannot be said in the case of
on-line e-book retailer Fictionwise, who, in January
2009 (shortly before being bought by Barnes & Noble),
announced that its customers would lose access to cer-
tain texts they had purchased because one of the com-
pany’s “digital rights management” providers had gone
out of business, leaving the encrypted products
orphaned. Many customers had interpreted their user
agreement to mean that their Fictionwise e-books would
remain on their virtual bookshelf “forever.” In its FAQ,
the management of Fictionwise helpfully observed:
“Forever is a long time.”

One month earlier, Google had shut down its scientif-
ic research service Google Research Datasets (although,
in this case, at least Google had followed its common
practice of labeling the service as “experimental”). In an
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online article on the shutdown, Wired magazine noted
that “the service was going to offer scientists a way to
store the massive amounts of data generated in an in-
creasing number of fields,” but that “the dream appears
to have fallen prey to belt-tightening at Silicon Valley’s
most innovative company.” Then, in rapid succession,
the company killed Google Video, Google Catalog
Search, Google Notebook, Google Mashup Editor, and
Jaiku, a rival of the Twitter microblogging service,
among other “side” projects. Explaining the closings,
one of the search giant’s product managers said, “At
Google, we like to launch early, launch often, and to iter-
ate our products. Occasionally, this means we have to
re-evaluate our efforts and make difficult decisions to be
sure we focus on products that make the most sense for
our users.”

Welcome to the future.
We do not mean to be overly harsh on the businesses

cited in these stories. After all, they are only corpora-
tions trying to do what corporations are legally required
to do: Maximize return for their stockholders. But, these
experiments from the early days of the web are reason-
ably accurate harbingers of how we comport ourselves
today, and their outcomes portend what we may expect
in the future.
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Of course “information interruptus” isn’t caused
solely by changes in corporate policy. There are other
factors, like the small matter of bugs. Late in 2008, cer-
tain models of Microsoft’s Zune music player simply
stopped working thanks to a leap-year glitch in the
device’s internal clock driver. Did what was then the
world’s largest software company offer an official fix?
Yes. Owners afflicted by the problem were instructed to
run the battery all the way down and then wait until
after the New Year to turn the device back on.

The fact is that we’re babes in the woods of informa-
tion. Computing complexity is already far beyond the
ability of most normal people to manage, and we’ve
scarcely gotten started. You used to be able to go into
your grandparents’ attic and find the photo box full of
family images. Now everybody takes pictures with per-
ishable cell phones that they don’t know how to sync.
When they do use a full-fledged digital camera, they
store the pictures on perishable hard drives that almost
nobody ever backs up.4 Whole lifetimes of personal his-
tory vanish every day. What happens when popular
“free” media-sharing sites like Flickr or Picassa or
YouTube stop producing value for their owners’ stock-
holders and get taken down?

Sterling companies like Yahoo! and Google wouldn’t
do that, you might say.
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They most certainly would, we reply. Not just
“would”—will.

Or how about just catastrophic accidental data loss?
It can’t happen to companies that big, you might believe.
Really? On May 14, 2009, 14 percent of the users of “the
Internet’s biggest property” lost Google Search and oth-
er core services for a full hour when the company made
a technical networking mistake, and it wasn’t the first
time.5
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My New Plasma TV
By Pete

I recently bought a new plasma television. It was
nothing fancy, a middle-of-the-line product with a
well-known brand. It was beautiful and didn’t cost
that much. I plugged it in, and the picture was gor-
geous. I was thrilled.

Two days later the screen froze. The picture, which
moments before was beautifully flowing on the
screen, was now a still image. I picked up the remote,
pressed the channel button, and nothing happened. I
pressed the power button, and nothing happened. I
began to press buttons randomly. Nothing at all
helped this problem. I was no longer thrilled.

Angrily I walked behind the set to the wall, unplugged
the device and plugged it back in. This “hard reboot”
worked. Everything was fine for another two weeks,
then the freeze-frame process repeated itself, requir-
ing another trip to the power cord. It’s become a
routine drill ever since. Sound familiar?

If you’re primarily a user of TV sets, my story is prob-
ably not familiar at all. If you spend a lot of your time
on computers, you might consider this incident not
worthy of notice. From where I sit, though, it appears
very much worthy of attention, for it is a reliable

144/596



tracer of a trajectory that is leading toward nothing
good.

While flipping through the moderately thick owner’s
manual that came with the TV, I discovered on the
very last page something called a “GNU Open Source
License Agreement,” a page of fine-print legalese in-
cluded in compliance with the terms of said license.
This may or may not mean anything to you, but it
means something to me. It means that the engineers
building this device went out to the Internet and
found pieces of “free” software (most likely having to
do with the complexities of high-definition image
processing) and saved what was no doubt a signific-
ant amount of money by using that software, rather
than writing it themselves, or licensing some com-
mercially available professionally produced
equivalent.

Where did this software come from? Who wrote it,
and how did it come to be free-for-the-taking on the
Internet? The answers to these questions and their
consequences are matters that we will explore in
some detail. Briefly, however, this software was very
likely written by a college student, motivated by a
complex mix of altruism, camaraderie, political activ-
ism, and hacker macho.

A great deal of such software is available; much of
it—by the standards of the computer industry–is
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pretty good. But the standards of the computer in-
dustry are not the same thing as the traditional stand-
ards of the consumer product industry. For a long
time now, we have been used to turning on TVs and
having them operate until we turn them off again.
And if there is a power flicker, we are not used to
lengthy waits while we stare at messages that say
“Starting up. Please wait. . . .” (Figure 3.1).

Perhaps we can come to get used to such things, if we
really want to. Maybe that is just the way life is at the
top of our particular mountain. But as we begin the
climb up Trillions Mountain, this won’t be so easy.
When the world has a trillion computing devices, it
would be good if they worked more like 1950s TVs
than like PCs—or my fancy new plasma set.
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Figure 3.1 When scenarios like Pete’s TV occur, it
makes you wonder how much time we spend using,
waiting for, and fixing our technology. We imagine
it looks something like this.

The Dark Side of “Convergence”
The suspension of various services does not make Amer-
ica Online a special villain in the computing landscape.
They’re just another company making it up as they go
along—which is, of course, the problem. Still, there’s
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special symbolic significance when AOL drops the guil-
lotine on its users because the company was once the
poster child for a phenomenon called “convergence.”
AOL’s merger with Time Warner in 2000 (consum-
mated in 2001, just in time for the dot-com collapse)
was trumpeted, by its champions, as the beginning of a
new era of human experience in which knowledge, en-
tertainment, and commerce would be “synergistically”
fused together by digital information technology and
networks. Even at the time, however, some observers
were not particularly sanguine about it. Commenting on
the merger before its rapid collapse, Lawrence Lessig
wrote:

Though I don’t (yet) believe this view of America On-
line (AOL), it is the most cynical image of Time
Warner’s marriage to AOL: the forging of an estate of
large-scale networks with power over users to an es-
tate dedicated to almost perfect control over content.
That content will not be “broadcast” to millions at the
same time; it will be fed to users as users demand it,
packaged in advertising precisely tailored to the user.
But the service will still be essentially one-way, and
the freedom to feed back, to feed creativity to others,
will be just about as constrained as it is today.
This, Lessig went on to say, was the “future of the In-

ternet” that we seemed to be choosing (or that we were
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having chosen for us): “Take the Net, mix it with the
fanciest TV, add a simple way to buy things, and that’s
pretty much it.” As it turned out, AOL’s merger with
Time Warner was a catastrophic failure. That’s one face
of the dark side of convergence: the inevitable vagaries
of highly speculative business dealings. Even if publicly
traded companies were not bound by law to put share-
holder value above all else, there would still be an obvi-
ous conflict in conducting the core affairs of humanity’s
information-future in the volatile milieu of competing
board rooms.

The increasing flakiness and frustration of computer-
ized products are another glimpse of the dark side. Tele-
visions didn’t freeze and need to be rebooted before
“convergence.” Why are we going backwards? The
simple answer is that we’re incorporating badly de-
signed complexity into virtually everything. Most
people’s experience will jibe with this statement: “Com-
puterizing any device makes it far more complex than it
was before, and the predictable side-effects of that com-
plexity are that the device becomes harder to use and its
reliability goes down.” But most people have not yet ex-
perienced, or imagined, a world crippled by the un-
countable interactions among trillions of improperly
complex and thus unreliable devices.
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The Complexity Cliff
There is strong temptation to assume that minor annoy-
ances like a frozen plasma TV represent the last few
bugs that need to be squashed before we perfect the
wonderful new technologies that will make life in the
twenty-first century a thing of beauty and a joy forever.
The thesis of this book is precisely the opposite. These
examples of information interruptus are merely the first
dim glimpses of looming disaster.

Put bluntly, we are heading, as a civilization, toward a
cliff. The cliff has a name, but it is rarely spoken.

Its name is complexity.
Computing is making our lives vastly better along

certain dimensions but noticeably worse along others.
We’re like the frog in the pot of water on the stove with
the temperature going up one degree at a time. By the
time the frog feels enough discomfort to think about
jumping out, the frog is scalded. In five years, people
won’t think any harder about rebooting their phones
and TVs—even their household heating plants–than
they think today about rebooting their PCs. Only 20
years ago, rebooting a TV or a phone or a furnace was
unthinkable. Today, our time and attention are drained
daily by products that force consumers to understand
technical things they shouldn’t have to think about. And
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it’s about to get much worse. We tell ourselves that this
goes hand in hand with progress. It doesn’t, but manu-
facturers with quarterly profit targets need us to accept
that story. The human beings are babysitting the ma-
chines, playing handmaiden to tools that aren’t good
enough to get along in the world on their own.

Today, the price of underestimated and ill-managed
complexity is usually only inconvenience or annoy-
ance—mild words that don’t capture the frustration and
lost productivity of a really bad day in the digital revolu-
tion. To make the same point in another way: There is
an unspoken reasoning behind deciding how “good” to
make usability; that it depends on the “cost” of failure or
an error. Something like annoyance is near one end of
the cost spectrum and death is at the other end. So, his-
torically, the first human factors studies were done for
military aircraft cockpits. But is there a point where
countless annoyances become equivalent to one death?

The time is not far off when the price of undesigned,
ill-managed complexity will be much, much higher than
inconvenience or annoyance. It’s not the worst thing in
the world that a brand-new plasma TV locks up and
won’t respond to its controls. We could live with it,
though we shouldn’t have to. But how about the same
scenario in a city’s traffic control system? How about
waiting ten minutes for an ambulance to reboot? With
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current ways of thinking about computing technologies,
we could easily “brick” all the lights in a next-generation
skyscraper that uses wireless systems to control illumin-
ation. Or the elevators. Or the ventilation. It is quite
within the realm of possibility that such a technical
glitch could render a modern smart building—or an en-
tire campus of such buildings—uninhabitable for
months.6

If we’re going to embrace, in blind faith, the limitless
extension of our current technologies, then we have to
consider the possibility (among many others) of people
dying in skyscrapers because some pervasive, emergent,
undesigned property of a building’s systems—or an en-
tire city’s systems—starts a chaotic cascade of failures.
To some readers these dire hypotheticals will ring of
Chicken Little. But they’re quite reasonable extrapola-
tions of what we know today—if only we’ll admit that we
know it.

And all this before we’ve even mentioned malice.
Every day brings another story of computer systems and
infrastructure under attack. The vulnerability that
makes these attacks so easy is largely due to our
thoughtless use of unnecessary and badly designed com-
plexity, usually for no better reason than that it’s cheap
or “free.” But complexity is never free. In fact, it’s quite
expensive indeed. Among many other liabilities, it gives
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attackers plenty of vectors in, and plenty of places to
hide and operate once they are in.

We are about to meld superminiaturized computing
and communication devices into the very fabric of the
physical world, ushering in the age of Trillions. This will
create a planetary ocean of awareness and intelligence
with the potential to transform civilization. We’re not
going to “decide” whether or not to do this. The process,
as we have seen, is already well underway. Obviously, it
will make us vastly more dependent upon digital tech-
nology than we are right now. More importantly, the
technology itself will be vastly more dependent upon the
core design principles and engineering intelligence of its
creators.

We’re heading into a world of malignant complexity,
the kind that grows like cancer from flawed architectural
principles—or from none at all. But we can still choose
not to go there. Complexity itself is inevitable. Dysfunc-
tional complexity isn’t.
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THE KING AND THE
MATHEMATICIAN

This steady creep of increasing complexity has been
quietly feeding on itself, and soon it will hit its exponen-
tial inflection point and lift off like a rocket. If we wait
until then to change our relationship to information
technology, we’ll be engulfed by the explosion of our
own creations and their interactions with each other.

Now, we do understand that this will sound com-
pletely ridiculous to many readers. There you are, wire-
lessly trading securities on your laptop, searching the
web for any information your heart desires, meeting up
with everybody you’ve ever known on social networks,
streaming feature films on your mobile phone. And
we’re saying that information technology is seriously
broken, that we’re headed for technology dystopia if we
don’t rethink it. Yes, on its face that sounds absurd. Ex-
ponential growth is counterintuitive, and counterintuit-
ive things often seem nonsensical until, like boomer-
angs, they come circling back around to hit you in the
head.

The salient feature of exponential curves is that for
quite a while they look just like ordinary, tame, linear
ramps, and then suddenly they bend upwards and go
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almost vertical. In the early phases of such growth, it’s
basically impossible for people to believe that the pleas-
ant warmth they’re feeling will suddenly burst into a
firestorm and incinerate them.

To illustrate this phenomenon, one of your math
teachers may have told you the story of the king, the
mathematician and the chessboard. A king offers his
court mathematician a reward for something good that
he’s done. The mathematician can have anything he
wants, but he asks only that one grain of rice be placed
on the first square of a chessboard, two grains of rice on
the next square, four grains on the next, and so
on—simply that the grains of rice be doubled for each
successive square (Figure 3.2). The King bursts out
laughing. He thinks the mathematician is a fool but for
his own amusement he orders that the request be
fulfilled.

155/596



Figure 3.2 Grains of rice on the King’s chessboard

About halfway through the chessboard, the King isn’t
so amused anymore. All the rice in the palace is gone,
and the King has had to send out for more. A few more
squares later, the King realizes that there aren’t enough
grains of rice in his entire kingdom to fulfill the
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mathematician’s simple request. “Actually, Sire,” the
mathematician informs him, “there aren’t enough grains
of rice in the universe.” Depending upon which version
of the story you hear, the mathematician then marries
the King’s beautiful daughter or gets his head chopped
off.

On the great chessboard of information and comput-
ing, we haven’t reached the halfway mark yet, and so it
seems laughable that our presently dependable systems
could suffocate on their own proliferation.

Every time we hang a fancy digital TV, or stop our
work to reboot a crawling laptop, or waste half a day try-
ing to get a wireless network running, or lose the pre-
cious contents of a computer hard drive, we are experi-
encing the leading edge of an imminent, full-scale colli-
sion of unimaginably complex systems with ordinary
people who don’t have—and never will have, and
shouldn’t need to have—the ability to cope with com-
plexity of that sort.

When our world literally doesn’t work for people any-
more, we’ll be ready to make changes. Unfortunately,
that’s going to be tough. We’ll be stuck because the
number of embedded, networked microprocessors con-
trolling and sensing the physical world and all its pro-
cesses will have multiplied like the grains of rice on the
mathematician’s chessboard. But these grains of
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computing will be connected to each other, interacting
and producing incalculable network effects. It will be
the most complex system ever created by human be-
ings—by a long shot—and when bad architecture rears
its head in a structure like that, the potential for cata-
strophe is something we don’t even know how to talk
about.

If complexity is our destiny, and ill-designed com-
plexity is the death of us, what does well-designed com-
plexity look like? It should look a lot like life. A trillion-
node network is still unimaginable to most designers,
but we have trillions of cells in each of our bodies. The
rules that govern biological development—the genetic
code—are simple, yet they give rise to fantastic (and
highly functional) complexity and diversity. In life, lim-
itless complexity is layered upon carefully constrained
simplicity. John Horton Conway’s Game of Life is built
on the idea of establishing a simple set of rules, yet
those rules create far-reaching consequences. Explore
the Game of Life online at http://trillions.maya.com/
Game_of_Life.

Unbelievable as it may sound, the very need for such
a principled, designed architecture for civilization’s in-
formation systems has not yet occurred to the thought
leaders of high-technology. They’re too busy remaining
“competitive” as they go about their local hill climbing.
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But the systems themselves are growing exponentially,
even in the absence of good architecture, and by the
time we admit that the foundations are bad, we’ll be liv-
ing in a technological dystopia more bewildering and
jerry-rigged than a Rube Goldberg cartoon or Terry Gil-
liam’s film Brazil with its ubiquitous wacky computers
and metastatic ventilation ducts.

The message of this book is not that we’re helplessly
doomed, and it’s certainly not that technology per se is
bad. The message is that we are indeed headed for a
complexity cliff, but there’s a better path into the future,
and we’re still free to take it. To get to rational complex-
ity in information systems, certain fundamental things
about the technology need to be redesigned. We’ll dis-
cuss those things in detail later in this book. But the real
challenge is not the technology itself. After all, the
chessboard obeys understandable rules.

The real challenge is the laughing King.

LINKS TO NOWHERE
If you examine the bibliography of any scholarly book
published in the last few years, the odds are very high
that, in addition to citations pointing to traditional pa-
per documents (which routinely stay live for hundreds
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or thousands of years), it will also contain references in
the form of web URLs. This, of course, is symptomatic of
the obvious fact that the World Wide Web has very rap-
idly become nearly the sole source of important public
information for global society. It is interesting to con-
sider the following simple question: Fifty years from
now, what percentage of these web references will still
be operational?

We will be very surprised if the answer turns out to
be greater than zero.

The reason is simple: URLs are fundamentally differ-
ent from traditional references on ontological grounds.
Traditional citations refer to published information as
such. That is, if you cite, say, Moby-Dick, everyone un-
derstands that you’re not referencing a particular in-
stance of that book. Any of the millions upon millions of
more or less identical replicas of Melville’s words will
(for most purposes) do equally well. A URL, on the other
hand, points not to a web page that has been massively
replicated like a published book but rather to a specific
place in the structure of a specific server (or at best, in
any of a relatively small number of redundant servers
under common management) where that web page
might (at the moment) be found. Such a pointer will re-
main relevant only as long as the owner of that “place”
possesses the resources and the will to maintain the
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pointer. And we all know that this will not be forever.
Sooner or later, all links on the World Wide Web will go
dead.7
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Heads in the Sand
By Mickey

When I started making the point about the ephemeral
nature of web pages during speaking engagements, I
was surprised to receive a fair amount of push-back
from certain—mostly technical—audiences. The com-
ments generally go something like this: “Well, we’ll
just make lots of copies of the things that are really
important; Google and Amazon have lots of servers
with copies of things.”

I like this. It sounds believable. I wish it were true be-
cause it would give me comfort. Unfortunately, such
thinking misses the point along a number of dimen-
sions. First of all, how can we know today what will be
important tomorrow, and who gets to decide? Do we
want our grandchildren to know us by our adorable
cat videos and our painstaking documentation of
celebrity scandals?

Secondly, Amazon and Google may have plenty of
copies of all of the data in their care, but there are no
copies of Amazon and Google. No, their competitors
don’t count, since in the current market, competitors
generally don’t store the same data, and users gener-
ally don’t sign up for redundant services. There are
many potential vulnerabilities—technical, economic,
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and criminal—that could threaten all of the replicas
that are stored in a single system, no matter how
much redundancy that system has.

Finally, and most importantly, the status quo places
the ultimate decision of how long any given informa-
tion object is worth saving in the hands of a single,
typically corporate, entity. Maybe I’m missing
something, but I can’t think of any scenario in which
their decision will be “we will store it forever.” Even if
that were their decision, and even if they were an en-
tity intending to "do no evil," forever is still a long
time. In the scope of things, their attention span and
their will to hold to that decision is as fleeting as a
mayfly.

And yet, web URLs with a half-life of only a few years
have become the primary way that knowledge workers
around the world document their thinking and their
research.

Have we completely lost our minds?
This is no way to run a civilization. We are not the

first to make this observation, and there have been
sporadic efforts toward data preservation. The solution
to the problem, however, does not lie in acid-free paper,
the archiving of floppy drives, or any of the many other
schemes focused on preservation of media. Paper books
have proven to be a wonderfully robust and reliable
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medium, but not fundamentally because of their physic-
al longevity, admirable though it may be. The reliability
stems from the fact that they are deployed as part of
a bibliographic system that relies on distributed owner-
ship and massive replication. Paper books are liquid, in
the sense that they can flow freely from publisher to
printer to bookseller to first purchaser (individual or lib-
rary) to resale shop to giveaway shelf. In the process, the
contents of the books are scattered to the far corners of
the earth such that destroying the last copy—whether by
natural disaster or by censorship—is in most cases
nearly inconceivable. And most importantly, any single
copy suffices to “resolve the link” found in a citation.
None of these things is true of web information, or for
that matter, any of the other information found in the
many petabytes of data “safely” stored away in the
world’s databases. We need an entirely new information
architecture that is designed from the bottom up to sup-
port the key qualities that our paper-book system gave
us: namely, information liquidity and massive
replication.
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THE WRONG CLOUD
The interesting thing about cloud computing is that
we’ve redefined cloud computing to include
everything that we already do. I can’t think of any-
thing that isn’t cloud computing with all of these an-
nouncements. The computer industry is the only in-
dustry that is more fashion-driven than women’s
fashion. Maybe I’m an idiot, but I have no idea what
anyone is talking about. What is it? It’s complete gib-
berish. It’s insane. When is this idiocy going to stop?

—Larry Ellison, CEO, Oracle

Something Vague and Indistinct, Up
in the Sky

A few years ago, computing marketers started touting
the great benefits of something they were calling “the
cloud.” The industry must have needed a shot in the arm
because pretty soon you were nobody unless you had a
big reference to the cloud on the home page of your
website. Even Apple, Inc.—not often a follower of in-
dustry fashion—got into the act. Apple’s wildly success-
fully iPhone can keep some of its data in sync with com-
puters if the devices share information in the Apple
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cloud. These days, phones and computers can do this
wirelessly from arbitrary locations, which contributes to
the vapory imagery.

The web retailer Amazon.com had the cloud even be-
fore Apple did. Amazon’s cloud dispenses not books and
music but data storage-space and computation cycles,
both by the pound, so to speak. You can buy as much or
as little of each as you want at any given moment, en-
abling you to build expanding and contracting virtual
computers.

Facebook and Microsoft have clouds of their own, of
course. So does Salesforce.com and Google and Yahoo!
and, one assumes, any other company worth talking
about. Naturally, these clouds are all of proprietary
design and built to compete with each other, not cooper-
ate with each other. No corporate cloud possesses the
inherent ability to interoperate with other clouds. And
yet they’re all called “the cloud.” Strange. If their pur-
veyors feel like allowing it, the clouds can sometimes
conduct feeble interactions by means of cobbled-togeth-
er “web services” and APIs that you can spend a lot of
time researching and learning if you enjoy that kind of
thing. Don’t memorize them, however; they will change.

Customers who know what’s good for them just
choose one incarnation of “the cloud” from one vendor
and stick with it.
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It’s beginning to sound familiar, isn’t it? It turns out
that all these clouds are what we used to call servers,
and those smaller entities hurling their astral bodies up
into the cloud were once known as clients. Yes, cloud
computing is the same old client-server computing
we’ve known for years, except pretending to be intoxic-
atingly new and different and liberating.

There are both technical and commercial reasons that
the web has evolved this way. We will explore the tech-
nical reasons later. The commercial ones reduce to a
deeply held belief on the part of content providers of all
kinds that the simplest way to make money from in-
formation is to keep it tightly locked away, to be dis-
pensed one piece at a time. This belief is correct, as far
as it goes. It is the simplest way to monetize information
resources. The problem, as we shall argue, is that this
simplistic strategy is fundamentally incompatible with
the world of Trillions. If the world is going to become
one huge, vastly distributed information system, don’t
we need one huge, vastly distributed database to go with
it? It would be a lost business opportunity of monu-
mental proportions if we were to use these incredible
new computational capabilities in a way that perpetu-
ates patterns of information access that evolved in a
time when computers were large, expensive, centrally
controlled, and few.
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Today’s so-called cloud isn’t really a cloud at all. It’s a
bunch of corporate dirigibles painted to look like clouds.
You can tell they’re fake because they all have logos on
them. The real cloud wouldn’t have a logo.

Once There Was a Real Cloud
A very long time ago, back in the 1990s, whenever some-
body wanted to represent the Internet in a diagram for a
brochure or a slide show, they would put in a little car-
toon of a cloud. Countless presentations to venture cap-
italists featured little pictures of desktop computers,
modems, and hard drives, all connected by wiggly lines
to the cloud cartoon. In fact, for a few years there, the
entire global economy pretty much consisted of nothing
but images just like that. When people needed money,
they would just draw a diagram where everything was
connected to a cloud, and take it to the bank. Those old
pictures seem quaint and naive by today’s standards,
but the truth is that the cloud in the 1990s dot-com
business-model diagrams was vastly better than the
cloud we have today.

One of the main virtues of the old cloud was its singu-
larity. It was a single cloud—the Internet—not many as
we find today on the web.
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When it appeared in a diagram, it instantly conveyed
an extremely important idea: If you went into this cloud,
you were automatically connected to everything else
that was in the cloud. This idea has been completely lost
today, but back then it was considered a beautiful thing.

This point is so important that it is worth repeating in
a different way: The very heart of the miracle that is the
Internet is that it is able to establish virtual connections
between literally any two computers in the world such
that they can communicate directly with each other.
This is a truly amazing ability, and our current usage
patterns of the Net have barely scratched the surface of
its potential.

The other main virtue of the old cloud was that
nobody owned it. It wasn’t the Microsoft Cloud or the
Apple Cloud or the Google Cloud or the Amazon Cloud.
It was just the Internet. The one and only Cloud of In-
formation, property of Humanity.

Those were the days. It’s getting hard to remember
them now, it being almost 20 years ago and all. But let’s
think back, as our vision gets all wavy and blurry. . . .
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THE DREAM OF ONE BIG
COMPUTER

It was the heyday of a programming language called
Java, when people were excited about things like “thin
client” and “applets” and “zero-footprint.” The Net was
going to be One Big Computer. PCs would be supplanted
by “network appliances” that would have no local “state”
at all. There would be nothing to configure because
these machines wouldn’t have anything “in” them. In-
stead they would be “in” the information—in the cloud.
You could walk up to any appliance and log on, and via
the magic of the cloud, there would be your stuff.

The machines wouldn’t have anything “in” them be-
cause they wouldn’t have any storage of their own.
There was an important reason for this particular detail.
High-capacity hard drives were expensive and not very
reliable back then. The advantages of a thin client were
several, including convenience and ease of maintenance,
but the key advantage was cost savings. Computers with
no disks would be significantly cheaper, and thus you
could have a lot more of them.

But then, all of a sudden, disks got absurdly large and
cheap. Almost overnight, the world was awash in disk
space. The thin client idea started to seem silly. Why
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should we rearrange the world in such a fundamental
way just to save the now-trivial cost of local storage?
Plus, along with CPUs boasting meaninglessly faster
clock-speeds, “bigger disks” were one of the few motiv-
ators we had to get people to trade up their PCs every
couple of years.

So there went the idea of network appliances.
Hard drives kept getting bigger and cheaper, but once

everybody had ripped their CD collections it got harder
for people to understand why they would want even
higher-capacity disks. The only obvious answers were
(a) to store really big files, like digital video; and (b) to
move to a peer-to-peer world where every machine
could be a client and a server at the same time, and par-
ticipate in a global scheme of data integrity via massive,
cooperative replication. Both of those activities made a
great deal of sense, culturally and technically.

Unfortunately, both were also political landmines.
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THE GRAND
REPOSITORY IN THE SKY

Nonetheless, it was around this time that advocates of
peer-to-peer (P2P), including our team here at MAYA
Design, began to talk seriously about extending the In-
ternet “cloud” metaphor to storage. We meant a genuine
“cloud of information” that you and your devices could
be “in” no matter where you were. In MAYA’s technical
literature we half-facetiously called it GRIS—the Grand
Repository In the Sky. But we thought of it not as a mere
metaphor, but as something that could actually be built,
or at least approximated—a vast, disembodied informa-
tion space built out of P2P and massive data-replication.
With the essential support of visionary clients, we star-
ted making plans to build it. The system intended to im-
plement GRIS is called the Via Repository and is part of
a larger project called Visage. Another project dating
from this period sharing a similar vision (although a
very different technical approach) is the OceanStore
project from UC Berkeley.

This vision has many of the virtues of the thin client
idea, with the additional virtue of being able to take ad-
vantage of all that ever-cheaper disk space. In this mod-
el, devices have local storage all right, and plenty of it.

172/596



Arbitrarily large amounts of storage will enable more
and more data replication, which means that GRIS will
just keep getting better and better as its many nodes add
terabytes. However, unlike the thin client idea, which is
still a species of client-server computing, the GRIS mod-
el is based on radically distributed computing in which
all network nodes—peers—are both clients and servers
that transact with each other directly.

Like most successful complex systems, it works in a
way that compares well to nature. Information rises
from devices the way water vapor does and forms local
clouds. Those clouds can easily fuse together to form
bigger clouds with even more potential for sustaining
precipitation. The digital equivalent of the Gulf Stream
moves the cloud-stuff around the world. The many peers
on the ground can store enough data-precipitation to
survive local droughts if cloud-connection is ever inter-
rupted, as it surely will be from time to time. And every
component is a part of a sustainable ecosystem. The real
cloud has the deep virtue of being able to bootstrap from
zero infrastructure while remaining scalable without
bound.

Exactly which information ends up being stored on
which disk drive is controlled by no one—not even the
owner of the disk drive. You don’t get to decide which
radio waves travel through your house on the way to
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your neighbor’s set—your airspace is a public resource.
In this vision, the extra space on your disk drive be-
comes the same kind of thing. This might be controver-
sial if all that extra disk space wasn’t essentially
free—but it is, and is all but guaranteed to become more
so as Moore’s law ticks away.

The real cloud is made of information itself, and com-
puting devices are transducers that make information
visible and useful in various ways.

FUD AND THE BIRTH OF
THE IMPOSTOR CLOUD

The computing industry loves to toss around the term
paradigm shift, but (naturally and understandably) its
established interests aren’t so excited when the real
thing comes along. And the vision of a truly pervasive
information cloud was the real thing. So, even though
such “network computing” clearly represented increas-
ingly irresistible advantages in terms of usability, con-
venience, and lowered costs, the industry countered
with classic FUD (Fear, Uncertainty, and Doubt) about
this scary, decentralized phenomenon called peer-to-
peer (P2P) that could only result in the wholesale theft
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of intellectual property and The End of Life As We Know
It.

And the client-server paradigm survived yet again.
Finally, someone in the industry had a Big Idea: All

those cheap disks didn’t have to go into laptops. They
could be used to build huge disk farms that would let
companies offer a new service called network storage
that promised the marketing equivalent of magic: It
would tether users to a proprietary service, just like al-
ways, yet it would convey a vaguely “distributed” feeling
that suggested openness and freedom. It worked, and
soon ever-cheaper CPUs were similarly lashed together
to offer remote computation as well as remote storage.
The marketing fairy godmother waved her wand over
the whole “new model” and pronounced it Cloud
Computing.

The Rise of the Computing
Hindenburgs

Earlier in this chapter, we quoted an exasperated Larry
Ellison as he declared cloud computing to be nothing
but empty hype. What we didn’t quote was Mr. Ellison’s
next remark. After dismissing the phenomenon as
ludicrous, and damning the entire industry for its
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triviality, Oracle’s CEO went on to say, “We’ll make
cloud computing announcements. I’m not going to fight
this thing.”

We’ll let you draw your own conclusions from that.
Meanwhile, as we watch Oracle enthusiastically enter
the fray, we’re reminded of something else about all
these corporate cloud-balloons: their remarkable fragil-
ity. The sight of them bobbing around up there brings to
mind the massive stateliness of the Hindenburg. Like
the infamous exploding zeppelin, today’s cloud comput-
ing looks substantial but it’s really a very delicate envel-
ope of ether. All is not heavenly in the heavens. The
client-server cloud uses architecture that is vulnerable
to assault, and yet, as Mr. Ellison’s remarks about fash-
ion suggest, the greatest threats may come from within.
Corporate takeovers and plain old changes in business
strategy bring down “web services” every day, even from
the biggest names in the business. Chances are, you
know about it all too well already.

Let us be clear about this: Perhaps you are enough of
an optimist to be willing to assume that all of the head-
lines about technical, economic, and criminal vulnerab-
ilities of these new centralized services represent tem-
porary growing pains and that the industry will mature
to the point at which these become acceptable risks.
Fine. But the bottom line is that as long as you choose to
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trust all of your data to a single commercial entity, those
data will remain available to you no longer than the life-
time of that entity and its successors. Is that good
enough for you? Well, before you decide, consider the
following quote from Bloomberg Businessweek:

The average life expectancy of a multinational corpor-
ation—Fortune 500 or its equivalent—is between 40
and 50 years. This figure is based on most surveys of
corporate births and deaths. A full one-third of the
companies listed in the 1970 Fortune 500, for in-
stance, had vanished by 1983—acquired, merged, or
broken to pieces. Human beings have learned to sur-
vive, on average, for 75 years or more, but there are
very few companies that are that old and flourishing.
Yes, most companies have successors, and often they

try to do the Right Thing. But when the Right Thing
ceases to make economic sense, their ability to continue
to do it becomes extremely limited. This is no way to run
a world.

The radically distributed networking of a P2P cloud is
a whole different vision altogether. P2P at the hardware
level—in some forms known as mesh networking—is
self-adjusting and self-healing. Its lack of central control
may make it seem ethereal (it’s really a cloud, remem-
ber), but that’s what makes it so resilient. Every time a
node appears or disappears, the network automatically
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reconfigures, and, of course, if properly designed, it
scales forever. And like the Internet itself, nobody owns
it. Not only can the real cloud withstand attackers, it
can’t be shot down by its own proprietors either.

Today’s “cloud computing” claims to be the next big
thing, but in fact it’s the end of the line (or rather “a”
line). Those corporate dirigibles painted to look like
clouds are tied to a mooring mast at the very top of PC
Peak, which we conquered long ago. There’s nowhere
left to go within that paradigm. The true P2P informa-
tion cloud hovers over Trillions Mountain—the pro-
foundly different and vastly higher mountain of the real
information revolution.

Having said all of this, though, it is important not to
succumb to guilt by association. Not everything going
under the rubric of “cloud computing” is ill conceived.
Amid all the hype can be found some genuine and im-
portant innovations. Of particular note is the emergence
of a cluster of service-oriented business models, with
names like Software as a Service (SaaS), Platform as a
Service (PaaS), and Infrastructure as a Service (IaaS).
These models amount to a kind of outsourcing in which
generic but difficult-to-manage aspects of IT infrastruc-
ture are purchased as needed, rather than being
provided in-house. This approach is particularly effect-
ive at lowering barriers to entry for new players. If
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you’re just starting a business and are trying to focus on
what you really do well, pay-per-service can be a
prudent and cost-effective way to manage your affairs.
Further, it levels the playing field, democratizing the
tools of business and allowing new entrants to keep up
with their more mature competitors. The current crop of
social media startups could not have become so success-
ful so fast without this sort of business innovation.

We do not at all disparage these developments. It is
just that absent the principle of data liquidity, the plat-
forms upon which the innovations are being delivered
constrain the evolution of the marketplace in dangerous
ways. It is quite possible to embrace these important
new business models using technical approaches that
also make long-term sense.
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THE CHILDREN’S
CRUSADE

Basically, a lot of the problems that computing has
had in the last 25 years comes [sic] from systems
where the designers were trying to fix some short-
term thing and didn’t think about whether the idea
would scale if it were adopted. . . . It was a different
culture in the ’60s and ’70s; the ARPA (Advanced
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Research Projects Agency) and PARC culture was ba-
sically a mathematical/scientific kind of culture and
was interested in scaling, and of course, the Internet
was an exercise in scaling. . . . Once you have
something that grows faster than education grows,
you’re always going to get a pop culture.

—Alan Kay

The Demise of Software Engineering
A plumber will never install a faucet that dips below the
highest possible water level in a sink basin. Why? Be-
cause if the faucet were to become submerged, it could
conceivably siphon contaminated basin water back up
into the fresh water supply.

An electrician will never install a circuit breaker panel
in a space unless the opposite wall is at least 36 inches
away from the front of the panel. Why? So that if some
future electrician were to ever inadvertently contact a
live circuit while working in the panel, she would have
enough room to be thrown back out of harm’s way, and
thus avoid electrocution.

A building contractor will never build an emergency
exit door that opens inward toward the interior of a
building. Why? Because in an emergency, a panicking
crowd might surge forward toward the exit with enough
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force as to make it impossible to open an inward-
swinging door.

A computer programmer, faced with a mission-critic-
al design decision—such as a mechanism for providing
network access to the control systems of a municipal
waterworks—will do, well, whatever pops into his head.

So, what’s the difference? The difference, in a word, is
professionalism.8 And we don’t mean the professional-
ism of the computer programmer. Plumbers, electri-
cians, and builders are all members of mature com-
munities of practice. These communities are parti-
cipants in a complex ecology that also includes archi-
tects and other designers, standards organizations, in-
surance companies, lawmakers, enforcement bureaucra-
cies, and the general public. One of the essential roles of
communities of practice of all kinds is to serve as reser-
voirs of the accumulated wisdom of their communities.
This is accomplished in many ways, but in the case of
the building trades, the process is centered on a set of
wholly remarkable documents known collectively as
building codes. Maintained by various trade and stand-
ards organizations, these manuals essentially comprise a
long litany of “thou shalts . . .” and “thou shalt nots . . .”
They don’t tell us what to build, and they don’t place sig-
nificant constraints on the process of building. What
they do say is “if you are going to do thus, this is how
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you shall do it.” They do so with remarkable clarity and
specificity, while also recognizing the realities of the job
site. For example, the electrical code is very specific
about what color wires are to be used for what purposes.
But, they also allow substitutions, provided that the
ends of the nonconformant wires are wrapped with the
correct color of electrical tape. These documents are
masterful examples of practical wisdom.

Building codes do not themselves have force of law
(although they are often included by reference in muni-
cipal building laws and regulations). However, appren-
tice tradespeople are trained from the beginning to treat
them with sacramental reverence. They are not matters
of opinion, and tradespeople don’t argue about whether
or not a given rule is “stupid.” You don’t question them;
you don’t even think about them; you just do them. This
training is reinforced by tying the process of obtaining
an occupancy permit to a series of inspections by gov-
ernment bureaucrats. If you go to the electrical panel in
your basement, you will find a series of initialed and
dated inspection stickers that were placed there by a
county or city building inspector at certain well-defined
stages of the construction process. Although (as in all
large-scale human activity) there is a certain amount of
give-and-take in this process, and the exchange of cash
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is not unheard of, for the most part the system works re-
markably well.

We doubt that very many computer professionals
have ever even seen a building code. The thought pro-
cesses that these codes reflect are alien to their way of
doing business. Computers have long since become an
essential part of our built world, and that part most cer-
tainly has health and safety implications. So, why isn’t
there a National Computer Code? Perhaps it is just a
result of the immaturity of the industry—after all, we are
at the early stages of computerization. Well, maybe. But,
here’s a data point: The first National Electric Code was
completed in the year 1897, 15 years after the opening of
the first commercial power plant—Edison’s Pearl Street
Station in Manhattan.

And yet, as we enter the second half-century of the
Information Age, one would be hard-pressed to point to
any widely honored standards of practice governing the
deployment (as opposed to the manufacture) of compu-
terized devices. No inspectors come around with clip-
boards to verify that a piece of software is “up to code,”
even though a great deal of programming is as directly
relevant to public health and safety as are the creations
of civil engineers.

It is not that nobody thinks about such things. Our
own Carnegie Mellon University hosts a Department of
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Defense (DOD)-funded center called the Software
Engineering Institute, which routinely develops and
promotes standards and practices of a very high quality.
More generally, researchers from areas ranging from
academic computer science to industrial engineering do
excellent work in this area. And, of course, there are a
great many well-trained and highly skilled software en-
gineers in the industry. What is lacking is any kind of or-
ganized professionalism out in the field.

Why? For starters, this is an area of activity to which
there are almost no barriers to entry. Anybody can play,
and so anybody does, and the field is full of amateurs
with no engineering training or experience. Yes, you
might have some trouble getting a full-time job as a
coder in a major corporation without some kind of a col-
lege degree—preferably one involving some program-
ming courses. But a large and increasing amount of the
code that finds itself in computerized products (remem-
ber Pete’s Plasma TV) comes from the so-called open
source community. Their standards for entry are some-
what lower.

The open source movement romanticizes this demo-
cratization of computer code in much the way that the
culture at large romanticizes the lack of training or pro-
ficiency among musicians in punk rock bands. “Anybody
can play.” The difference is that punk rock is a folk art,
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and software development is—or should be—an engin-
eering discipline. Its purpose is the creation of machines
made of code that run on networked processors. The fu-
ture of humanity is quickly coming to depend upon the
reliability and interoperability of such networked code-
machines.

In this Internet era, the creation of software is now
one of the most far-reaching and consequential of all
human activities, yet it’s not a profession or even a
trade. It’s much closer to a free-for-all. Personal com-
puting pioneer Alan Kay says flatly that we no longer
have real computer science or real software engineering.
“Most software today,” Kay commented in 2004, “is very
much like an Egyptian pyramid with millions of bricks
piled on top of each other, with no structural integrity,
but just done by brute force and thousands of slaves.”

It wasn’t always this way. There was a time when
computer science was taken seriously by work-a-day de-
velopers, and software development was as rigorous as
any other branch of engineering. Thirty years ago, the
world ran on minicomputers that booted in seconds, not
minutes, and ran flawlessly from power failure to power
failure with no memory leaks or performance degrada-
tion. It is true that they didn’t have fancy graphics and
they couldn’t stream CNN, but for most routine textual
and numerical work they were every bit as good (and
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from the user’s perspective, as fast) as what we have
today. Every academic science and engineering lab de-
pended upon them, and if you had to reboot one of those
machines due to an operating-system bug, you’d con-
sider it a professional disgrace, and you wouldn’t stand
for it. Today, the phenomenon of a laptop slowing to a
crawl if it has been up too long doesn’t even bear com-
ment.9

As computing moves forward on certain fronts, its ill-
managed complexity is causing it to regress on others.
In the “professions” of computer science and software
engineering, almost all the rules have somehow de-
volved into matters of opinion. As the screenwriter Wil-
liam Goldman famously said about Hollywood, “Nobody
knows anything.” Practitioners have wars about the
most basic assumptions of the field. If you log onto a
discussion forum and make the least controversial state-
ment possible about any aspect of computing, some
practicing “professional” from somewhere will surface
to tell you that you’re stupid. You might be instructed in
the wisdom of “creative waste,” and you will probably be
reminded that cycles are cheap but programmers are ex-
pensive and that you don’t understand the future and
that you had best get over it.

The Internet itself was designed so that it would scale
gracefully—that is, grow arbitrarily without deforming
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or breaking its architecture. It could do that because its
architecture was rigorously modular and because its de-
signers did the math before they wrote the code. But the
Internet era has now passed into the hands of a pop cul-
ture that is neither formally trained nor intellectually
rigorous, and doesn’t particularly care whether its “solu-
tions” have a rigorous engineering basis—as long as they
accomplish the task at hand. Programmers have been
pampered by Moore’s law for their entire working lives,
and have every reason to believe that this will continue.
As the herd stampedes from one social networking site
to the next, for example, it’s abundantly clear that fash-
ion and other superficial, self-regarding considerations
are the real drivers of technology adoption in this era.

Many authors have discussed the sensations of power
and control that coding can confer upon anyone with an
inexpensive PC and the patience to master the syntax of
a programming language. Programmers are the gods of
the microworlds they create, and this status, along with
the puzzle-solving appeal of the work itself, has pro-
duced a global culture of devotees who hunger for influ-
ence and approval, and who know just enough to create
code that others find useful.
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Software Pop Culture and Bad
Abstraction

Software designer/programmers currently have unpre-
cedented power, since they have craftsperson-like con-
trol over products that are destined for mass produc-
tion. Programming is like a craft in that design decisions
tend to be made by individuals with access to a wide
range of alternatives, and their choices are often idio-
syncratic. But it’s unlike a craft in that the resulting
product is often mass-produced, and typically has ex-
tremely high lifetime support and maintenance costs.
These costs are perhaps comparable in magnitude to the
upfront tooling costs that help motivate careful design
in traditional manufacturing, but, since they mostly oc-
cur after the product has shipped, they are insidious
and lose their power to motivate a sense of engineering
discipline. This pseudocraft character of programming
does much to account for the poor quality of much pro-
duction software: In handicraft, the origin of quality lies
in repeated production and gradual perfection of the
product. In mass production, the high cost of upfront
tooling and commitment to large production runs mo-
tivates discipline and investment in design. Program-
ming has neither. It is fair to say that a large percentage
of production software comes into existence via a

189/596



process that shares many of the worst aspects of both
traditional craft-based production and of serial manu-
facture. Most software is produced by a small group or
even an individual, with little separation between con-
ception and realization. But it shares with serial produc-
tion the fact that, unlike the craftsperson, the program-
mer tends to produce a given product only once.

Thus, we have the worst of both worlds: Lacking the
rigor of careful a priori designs that the requirements of
toolmaking and production engineering impose, the
producer of software is free to behave like a folk artist,
melding design and production into a single creative act.
But, unlike handicraft, this creative act is not expected
to be repeated until mastery is attained. A working piece
of code is almost never reimplemented from scratch the
way a potter repeatedly throws ceramic vessels on a
wheel. Computer programs are certainly modified in-
cessantly: Errors will be corrected (and new ones intro-
duced), features may be added (but rarely removed), in-
terfaces updated. But rare is the software product that
has the occasion for even a single complete rewrite, far
less a long tradition of iterative refinement and
perfection.

In this regard, software is more like literature than
like a physical artifact: Its quality varies widely with the
talents of the individual creator. But unlike literature,
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the result of such an effort is a product that is destined
to be used over and over again by an end user whose
motivation for its use is typically not recreational.
Indeed, software often runs without anyone’s conscious
choice; it’s just part of what happens in the world.

Ask a software “engineer” to tell you the minimum
number of bytes of memory necessary for her latest pro-
gram to run, and she will look at you like you’re crazy.
Coders are generally completely unaware of the low-
level computing resources needed to make their cre-
ations run. They’ve been spared all that. Real engineers,
however, know these things. Buckminster Fuller was
fond of noting that the designer of a sailing vessel could
tell you almost exactly how much a new ship weighed.
Why? Because it mattered. Today’s software developers
don’t think about the analogous aspects of their cre-
ations because too many things about the systems they
work in have been hidden from them in order to make
their lives easier. Abstraction can be a powerful tool, but
it can also lead to heads buried in the sand.

In many facets of the industry, most notably web de-
velopment, software development no longer even pre-
tends to be engineering. Nothing is specifiable anymore.
Supposedly, Moore’s Law makes such “compulsiveness”
unnecessary: Computation and bandwidth are now “ap-
proaching free,” and we can just use as much of them as
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we want. If these resources really were free, then there
might be some truth to this position. But they are not.
As we have seen, the use of these resources implies the
creation of complexity, and complexity is never free.
Moore’s Law simply gives us more and more rope with
which to hang ourselves. Or, if you will, more and more
acceleration toward the complexity cliff.

It would be an exaggeration, but not a great one, to
claim that the premier technologies of our time are in
the hands of amateurs. A loose federation of teenaged
hobbyists is on the verge of running the world. They are
writing the codebase of humanity’s future. Worse,
they’re doing it in an ad hoc, arbitrary manner that
many people romanticize. These children are not scient-
ists or architects, or artists for that matter. They are not
trained, experienced, seasoned, or even necessarily very
disciplined. They are good at math and have an appetite
for coding, and this is their credential and the source of
their authority. The world has handed them the keys be-
cause the need for the services that they offer is bound-
less, and real engineers are scarce and expensive. The
children often work for free.
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The Cathedral and the Bazaar
If the open source movement has a single sacred text,
it is a 1997 essay by one Eric Steven Raymond titled
“The Cathedral and the Bazaar.” No other document
of comparable length will provide a better under-
standing of the mind-set that drives the open source
zealots. The title refers to a comparison between two
styles of building software. They can, says the author,
be “built like cathedrals, carefully crafted by individu-
al wizards or small bands of mages working in splen-
did isolation, with no beta to be released before its
time” or, they can be built in the style of a bazaar: “No
quiet, reverent cathedral-building here—rather . . . a
great babbling bazaar of differing agendas and ap-
proaches . . . out of which a coherent and stable sys-
tem could seemingly emerge only by a succession of
miracles.”

Citing numerous open source “successes,” most not-
ably the Linux project (a re-implementation of a
40-year-old operating system called Unix), the author
proceeds to account for such miracles, offering such
pithy advice as “given enough eyeballs, all bugs are
shallow.” The gist of the argument is that since Linux
and its ilk are such obvious successes, and since they
are results of the open-source process, then it is clear
that the “great babbling bazaar” will outperform the
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disciplined drudgery of traditional engineering pro-
cess every time.

The problem with this argument is not so much with
the conclusion as with the premise: that these pro-
jects are “successful.” It is almost certainly true that
the bazaar process will be faster and cheaper than the
cathedral process, but only if you want to end up with
a bazaar rather than a cathedral. Cathedrals focus
communities, lift spirits, inspire greatness of many
kinds, and for centuries were a driving force in the
advancement of building technology. Bazaars just go
on—essentially without change.

So, in the end, the matter comes down to one of aspir-
ations. No one would argue that Linux and other
products of the open source process aren’t useful.
And useful combined with free is nothing to sneeze
at, especially in periods dominated by the consolida-
tion and perfection of the radical innovations of a
previous generation. But this is not the kind of period
we are facing. Navigating the foothills of a new moun-
tain will require leadership more akin to that of the
builders of cathedrals than that of the denizens of
bazaars. We, at least, aspire to more than seeing our
children live in a bazaar.
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Geek Culture Doesn’t Care about
People

In many respects, the world of the computer avant-
garde is exotic and wonderful in ways that are little un-
derstood or appreciated outside the fraternity of its initi-
ates. The digerati and geek culture are the vanguard of a
computer-dominated future10 in which technology is a
pleasurable end in itself. They live with a passion for
computing machines and their possibilities. The term
hobbyist scarcely does it justice. They see digital devices
not as tools for accomplishing tasks but rather as the
quintessentially malleable, infinitely flexible devices
that, in fact, they are. Grasping their power and their
possibilities can forever alter one’s perceptions of life
and work. How can you be content to use a computer
like a typewriter when it could do anything? The diger-
ati are like the star child at the end of Arthur C. Clarke’s
2001: A Space Odyssey: “For though he was master of
the world, he was not quite sure what to do next. But he
would think of something.”

We understand the romance and the futuristic thrill
of computing machines. We know how the digital adepts
feel about the limitless potential of their skills. We’re
technologists, too. We just happen to be technologists
who put people first and technology second, because
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that’s the way it ought to be. We get the enchantment of
computing; we just don’t expect our neighbors or our
children’s classmates’ parents to get it. We get excited by
the prospect of all of them coming to the conclusion that
these machines are less trouble than they are worth.

The geeks actively desire to live in a technical milieu.
They like the obscurity of technologies that sets them
apart from the masses. But ordinary people have no
such relationship with technology. Though the world-
view of the digerati is fundamentally unlike that of “or-
dinary” users, their worldview drives the agenda for
everyone. Walt Mossberg of the Wall Street Journal has
written of the widespread phenomenon of technology
columns that are written by geeks for geeks. How about
geeks restructuring the whole world only for other
geeks? That’s the world we’re heading into.

But computers aren’t really the point. Complexity is.
The real agent of change is not computers per se but
rather the computation that we are installing into even
the most mundane constituents of our everyday sur-
roundings. As we have seen, we are at the point that it is
now often cheaper to manufacture digital information
processing into an object than it to leave it out. Micro-
electronics permit even trivial products to be deeply
complex and connectible—and that is both the promise
and the problem.
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That complexity is the domain of the machines.
People cannot directly cope with it. Therefore, it should
be the job of the machines to shield humans from ma-
chine complexity rather than mercilessly exposing them
to its harsh glare. That is precisely what we mean by
taming complexity. You don’t have to dumb down ma-
chines and sacrifice their potential to make the future
work. Nor should you expect people to smarten up in
ways that are not human. The alternative? Design the
whole thing much better than we do today.

Open Source Is Not the World’s
Salvation

The undeniable success of the open source movement in
facilitating collaborative software projects has led many
people to believe that it changes the rules of the game
for technological innovation, and maybe everything else
that human beings do, too. This belief is incorrect and
represents a misunderstanding of the phenomenon.

Open source can be a wonderful, surprising, even ma-
gical way to grow and deploy ideas that are already well
understood and accepted. But it is emphatically not a
good way to create new ideas or to promote genuine in-
novation. Almost without exception, the highly touted
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success stories of the open source process represent
derivative re-implementations of existing successful
designs.11 One is hard-pressed to point to significant
cases where the open source process as such resulted in
the creation of something genuinely new.

Open source is widely perceived as a radical,
paradigm-shifting phenomenon. There’s some truth in
this, but the innovations are primarily economic and
political, not technological. Technologically, open source
is inherently conservative. Its efficacy lies in forwarding
sustaining technologies, not disruptive ones. Open
source has been disruptive in the marketplace, but not
in the technological landscape. Further, the promulga-
tion of “free” versions of mainstream tools—Linux for
Unix, MySQL for Microsoft SQL Server, and so on—re-
duces the economic incentives for people to attempt dis-
ruptive innovation. Thus even the market mechanisms
of open source tend to reinforce the status quo.

There have been a small number of truly significant
innovations coming out of the open source community.
One that we consider particularly important is Guido
van Rossum’s Python programming language. It is abso-
lutely true that the open source status of the Python pro-
ject has provided dramatic amplification of van Ros-
sum’s efforts. But our reading of the long and complex
history of the project leads us to the conclusion that the
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true innovations associated with Python are in almost
all cases traceable back to the vision of van Rossum
himself, and not the open source process as such. This is
a pattern that we believe characterizes the few other ex-
amples of true innovation coming from the open source
community. It is worth noting that van Rossum ended
up working for Google, under terms that permit him to
spend half of his time on Python.

Open source is characteristically about herd behavior
and local hill climbing. There is such a thing as the wis-
dom of crowds, but it is an inherently conservative wis-
dom. A crowd can tread a meandering cowpath into a
highway. What it will never do, however, is decide to dig
a tunnel through the mountain to shorten the path, or to
leave the mountain altogether for a better one.

THE PEER-TO-PEER
BOGEY

Occasionally, an important new technology for one reas-
on or another gets off on the wrong foot. Nuclear tech-
nology, for all of its revolutionary medical and scientific
applications, is forever burdened by its initial introduc-
tion in the form of the atomic bomb. Stem cell research
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is currently entangled with reproductive politics.
Similarly, peer-to-peer (P2P) communications architec-
tures have been sullied by their association with the
theft of music recordings and other intellectual
property.

Actually, it isn’t quite right to characterize P2P as
new. The term refers to communications patterns char-
acterized by symmetrical transactions among more-or-
less equally privileged entities. That is a bit of a mouth-
ful, but the concept is simple and extremely common.
Two humans carrying on a conversation—in person, via
telephone, or writing letters—are engaged in P2P. The
interlibrary loan system is a P2P network. Nor is it new
or unusual in the context of computer networking. The
aforementioned beaming capability of Palm Pilots was
P2P. The World Wide Web as it was originally conceived
was arguably P2P. The Internet itself is, of course, P2P.
And not just in some theoretical sense. The file transfer
protocol (FTP) is one of the oldest tools in the suite of
basic capabilities of the Net. Using it (or its more secure
successors), any two PCs for which this capability has
not been explicitly blocked, can copy any files from each
other’s hard drives. There is no need for Napster,
BitTorrent, or any pirate website in order for two con-
senting adults to share computer files.
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So, what is it about Napster and its successors that so
terrifies the entertainment industry? The answer is con-
venience. This is no small matter. It is true that most
people are basically honest and don’t tend to steal each
other’s money. But that doesn’t mean that it is a good
idea to leave piles of unwatched cash on your front
porch. In the view of the record industry, that is just
about what Napster was forcing them to do. Their re-
sponse—and that of other powerful holders of IP—was
predictable. They have done everything they can think of
to obfuscate, cripple, demonize, and criminalize all
things P2P.

This impulse is at the core of many of the most famili-
ar aspects of the contemporary computing landscape. It
is why the web evolved away from P2P and toward the
antiquated client-server model. It is why home Internet
connections are engineered to be asymmetrical—with
most of the bandwidth devoted to incoming data while
the ability of consumers to be a source of data is
crippled, if not outright prohibited. It is why you can’t
use your iPod or iPhone as a generic container for ex-
changing information with your friends.

Books quite a bit thicker than this one have been
written on the difficult legal, economic, and ethical is-
sues underlying this response and we are not about to
enter the fray—at least not here. But whether one
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assumes that our current approach to compensating for
creative effort needs to be rethought, or conversely that
existing IP rights need to be protected at all costs, one
conclusion seems to us to be inescapable: Attempting to
solve the problem by outlawing P2P is doomed to
failure.

We will see in the following chapters that the whole-
sale avoidance of the P2P communication pattern is
quite literally unnatural. Life on Trillions Mountain
simply cannot be made to work without the embracing
of a fundamentally decentralized mode for many kinds
of routine local communications. There are solutions for
the protection of information in a P2P world—even if
you believe in the status quo with respect to IP issues.
But attempting to stop the evolution of a peer-to-peer
world amounts to spitting into the wind.
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The Web That Almost Was
By Pete

My wife Diana spent most of the 1980s and early
1990s as a member of a small community of research-
ers studying the then obscure field of hypermedia. As
in most scientific disciplines, those researchers
gathered once a year for a professional conference.
“Hypertext’91” was held in San Antonio in December
of 1991. Diana was presenting a poster session (a one-
on-one format used for presenting preliminary re-
search not yet ready for a full paper) at the confer-
ence, so I decided to tag along to see what these folks
were up to.

As I wandered among the card tables set up so that
poster presenters could give informal demos, one
poster caught my eye. It was titled “Architecture for
Wide Area Hypertext.” I sat down across from the
presenter, who gave me a demo of his system—which
he called W3—on one of Steve Jobs’ cube-shaped
NeXT Machines. The presenter was one Tim Berners-
Lee, and W3 as it turned out was short for “World-
Wide-Web.”

But the system that Berners-Lee showed me (and the
computer tape he kindly sent me afterward) bore
little resemblance to the web as we know it today.
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Specifically, his implementation of the web was not a
browser. Rather, to quote the official W3C history of
the web it was a “‘what you see is what you get’ (wysi-
wyg) browser/editor with direct inline creation of
links.” That is to say, it was in many respects a peer-
to-peer application. Berners-Lee showed me how a
user on one computer could edit a draft of a paper, or
change the phone number in his or her address book
entry using the browser/editor, and users on other
computers would immediately see the changes. This
was a far cry from the world of huge, corporate-con-
trolled “websites” that we know today.

Berners-Lee’s original vision of a user-to-user web
was clear and compelling. I can still remember the ex-
citement in his voice as he described it to me. But in
the short run, it was not able to withstand the pres-
sures of the vested interests that preferred short-term
profits to long-term disruption. Had his vision pre-
vailed, we would today be a good distance further
along on our climb up Trillions Mountain than in fact
we are. For all its wonders, today’s World Wide Web
is ill-suited for the coming revolution of vastly dis-
tributed devices and data. There is much damage to
be undone as we resume the climb.

1 After all, the whole point of services like Hometown
was to provide web authoring abilities to users who
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lack knowledge of the alphabet-soup of low-level In-
ternet machinery.

2 A Google search will reveal many similar messages
posted elsewhere on the web.

3 “Permalinks” are a web convention for specifying
web page addresses that will never change. We are
writing this with a straight face.

4 We will get to the state-of-the-art alternative of
“cloud computing” a little later.

5 Such incidents have become so commonplace that
our originally planned litany of such examples has
become superfluous.

6 If this seems overblown, try the following math ex-
ercise: How many light switches and fluorescent fix-
tures are there in an 80-story skyscraper? How long
would it take if each of them had to be manually re-
moved and reinstalled?

7 Many of the web references included in first drafts
of this book have already gone dead and have had to
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be replaced. No doubt, others will have done so by
the time you are reading this. Our apologies.

8 Professionalism is not actually quite the right
word. Plumbing is a trade, not a profession. But, in-
terestingly, the analogous word does not seem to ap-
pear in English. Tradecraft comes to mind, but that
term has come to be closely tied to the espionage
trade.

9 We are well aware of the argument that these ma-
chines were orders of magnitude simpler than
today’s PC, but is that a bad thing? We will argue
that much of the additional complexity is gratuitous,
and that it is quite possible to deal with the complex-
ity we do need in ways that do not doom us to per-
petual flakiness.

10 As opposed to a “human-enabled” future, which
will be a lot more interesting to many of us.

11 Indeed, many of the proponents of open source do
not pretend otherwise. It is worth noting that the
mother of all open-source projects, Richard Stall-
man’s exhaustive effort to re-implement Unix bears
the self-consciously ironic moniker “GNU,” which is
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a self-referential acronym standing for “GNUs Not
Unix!”

207/596



CHAPTER 4

How Nature Does It

The proliferation of microprocessors and the
growth of distributed communications networks
hold mysteries as deep as the origins of life [and]
the source of our own intelligence. . . .

—GEORGE DYSON
You arrive in Utah and set out on a hike in early Octo-
ber. You fill your backpack with some fruits and veggies,
a bottle of water, and a snack bar or two. You put on
your hiking boots and set off into a glorious stand of
trees that are glowing in the still morning light. A few
hours later, having worked up a good sweat, you shed
your jacket and stop by a stream that bubbles through
the rocks below. You lean against one of the trees and
just listen to the sound of the forest. It is fall, and the
leaves are turning. As you look around, you notice
something odd. It seems as if the entire forest has gotten



the idea to change colors all at the same time. As far as
you can see, all the leaves are a particular shade of yel-
low. You are surrounded by Nature with a capital N. In
fact, you are in the midst of one of the world’s most
massive living organisms.

Say hello to Pando.1 It is a male quaking aspen and it
has been your companion since you set out this morn-
ing. It has been thriving here for over 80,000 years, just
waiting for you to stop by. Pando is an example of what
Nature can do when she feels like showing off. This
stand of trees is called a monoclonal colony. Pando
propagates using something called a rhizome, which is
an underground horizontal stem of a plant. Beneath the
surface of the forest floor is an extensive network of
these rootstocks spreading out for miles and miles.
What look like individual trees are shoots sent up by
Pando’s rhizal network.

It is believed that in times of great fires, when other
types of trees were destroyed, Pando’s rhizal network
survived under the soil. Destroying a quaking aspen
turns out to be very difficult. Experiments that em-
ployed a rototiller dragged three feet beneath the soil to
chop up the roots failed to kill an aspen clone.

Quaking aspens aren’t the only plants to benefit from
rhizal networks beneath the soil. It turns out that an es-
timated 80 percent of land plant species employ a
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related mechanism known as a mycorrhizal network.
The word mycorrhizal comes from the Greek words for
fungus and roots. These networks transfer nutrients
from the soil into nearby trees that would suffer if left to
their own devices. You can also find them digging veins
into the earth to access trapped water and free up
nitrogen.

THE INTERNET OF
PLANTS

Mycorrhizal networks have been shown to move water
to areas of drought, confer resistance against toxic sur-
roundings or disease, and even support interplant com-
munication. The fungi often benefit by getting access to
carbohydrates, while the plants are supplied with a
greater store of water and minerals such as phosphorus
that the fungi free up from the soil. Carbon has been
shown to migrate, via mycorrhizal networks, from paper
birch to Douglas fir trees. There is evidence that inocu-
lating degraded soil with a mixture of mycorrhizal fungi
leads to more robust long-term growth in self-sustaining
ecosystems. Finally, scientists have discovered that
some species of fungus in certain mycorrhizal networks
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act as hubs interconnecting various species. While we
often hear of parasitism (good for one, bad for the oth-
er) or commensalism (good for one, does no harm to the
other) in symbiotic relationships, these networks are
classified as examples of mutualism (good for one, good
for the other, too), where each member in the com-
munity benefits from the relationship.

These patterns represent one of Nature’s grand ex-
periments in building a massively connected, diverse,
sustainable, resilient, and mutually beneficial social
network.

NATURE HAS BEEN
THERE BEFORE

When contemplating the trillion-node network, it’s easy
to become overwhelmed by the sheer scale of the under-
taking. We haven’t solved the problem of Trillions, but
Nature has gotten a head start. The human body has
many trillions of cells. And yet we can expect to live for
the better part of a century without a catastrophic sys-
tem failure. Unlike the current crop of computing
devices, humans don’t have to be rebooted every few
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weeks. Nature is the most advanced and resilient system
for managing information that we can find.

If you want to accomplish something particularly dif-
ficult, a good first step is to find people who have
already succeeded at something analogous, and to study
how they did it. We are not claiming that Nature has all
the answers to the design of our computational future,
but we are claiming that Nature is a very good place to
begin looking for clues.

Humans are really just beginners when it comes to
understanding information systems. It was only in 1948
that Claude Shannon first provided a rigorous definition
of the term information. It was around 1440 when
Gutenberg first provided us with the technology for re-
producing an unbounded spectrum of information using
a limited set of parts—moveable type (Figure 4.1).
Counting even primitive writing systems, humans have
been encoding, storing, displaying, and manipulating in-
formation for, at most, tens of thousands of years.
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Figure 4.1 Movable type

But Nature has been running mature, ultracomplex,
resilient information systems for billions of years.2 And,
as far as we can tell, all of this magnificent work has
been based on a single, incredibly simple but vastly ex-
pressive information architecture.

In this chapter we will explore design patterns found
in Nature that we believe are necessary to the building
of a resilient, successful, and sustainable trillion-node
world.
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Atoms Get Identity for Free
In Chapter 2, we introduced the idea that we should im-
bue unique identity to every digital object we create.
While we’d like to claim credit for this idea, the Universe
beat us to it. There is an example of this sort of identity
in Nature. It can be found in a principle of physics called
Pauli’s Exclusion Principle.

Down near the foundations of the Universe, we find
protons, neutrons, and electrons combining to form
atoms. In 1925, Wolfgang Pauli formulated the principle
that no two fermions (protons, neutrons, and electrons
are examples of the class of particles called fermions)
may occupy the same quantum state simultaneously.
While it is not our intention to pursue a diversion into
quantum mechanics, suffice it to say that one of the con-
sequences of this principle is that no two atoms can oc-
cupy the same place at the same time. As a result, each
particle has a unique path through space-time. In effect,
that unique path is the particle’s identity.

This turns out to be very convenient if you are trying
to build things, or refer to things, or express relations
among things. For instance, if you and I are discussing a
can of cola that is on the table in front of us, we gener-
ally have confidence that we are talking about the same
can of cola. Two different containers can’t be sitting
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there in the same place and time. How we experience an
object may be very different. I may be sitting farther
from the table than you. From my distant perspective
the soft drink may look like a little rectangular blob of
color. From your perspective, sitting right at the table, it
may look like a cylinder with a logo on it and some text.
But we both know that we are talking about the same
thing. Everything made out of atoms has a unique iden-
tity, and this “contract” with the Universe is rigorously
enforced. No two atoms can exist in the same place at
the same time, period.

Thus, in the world of atoms we get identity for free. In
the world of bits, however, things are different. Consider
an “information object” like, say, Moby-Dick. What ex-
actly are we talking about when we refer to Moby-Dick?
Do we mean the story encoded in the book in my hand,
my copy? Or do we mean the (not necessarily identical)
one stored over there in your library, your copy? Or the
copy from the 1960s that had those amazing illustra-
tions? Or do we mean all copies of Moby-Dick every-
where? Or, do we mean the “idea” that there is such a
book? Or, do we mean the words themselves?

These are serious questions if we are to have a trillion
devices capturing and sending out uncounted numbers
of messages about every aspect of our world and our
lives. If we take Trillions Mountain seriously as a place
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where information will not be stored “in” the computers,
but rather where computers, people, and devices will be
embedded “in” the information, we need to have a plan
for how we are going to consistently identify those free-
flowing information containers, for determining wheth-
er we have the current version (or even what counts as
“current”), for resolving conflicts, for maintaining secur-
ity and privacy, and for fostering collaboration.

Consider the familiar fable of the blind men and the
elephant (Figure 4.2). A group of blind men are asked to
describe something sitting in the king’s court. The first
one grabs the tail and shouts, “Ah, it’s a snake!” The
second holds one of the legs and says, “No, it’s not. It’s a
pillar.” “What?” the third exclaims, “This is surely a wall
before us” as he pushes on the elephant’s belly.
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Figure 4.2 Exploring the elephant

While the story is well trod, it highlights deep ques-
tions. How do you collaborate when you’re not even sure
you’re talking about the same thing? How do you find
important patterns in a sea of information when a
global, top-down view is impossible? Many arguments
that people have turn out to be confusions about iden-
tity. They think they are talking about the same thing.
But they’re not.
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Gravity Isn’t Open-Sourced
By Mickey

You are a 16-year-old computer geek who likes to
hack. One day Loki, the Norse trickster god, wanders
into your room. He tells you that he’s been paying at-
tention to your hacking and is very impressed. You
have certainly made a name for yourself in the open
source community. You have real moxie. He’d like to
make a deal. If you’ll do a little work for free, he’ll
give you access to something that has never been
open-sourced before. He’ll practically hand you the
keys to the kingdom. He’ll let you hack gravity itself.
Ignore all those wet blanket physicists who decry that
the code for gravity was developed during the Big
Bang and that the source code is long gone.

Having spilled hot coffee in your lap twice in the past
month, you proceed immediately to write in an excep-
tion to gravity in the case of containers having hot
stuff in them. If they ever spill, you’ll just make the li-
quid hover like magic.

Having just gotten grounded to your room for the
fifth time this month for driving recklessly, you also
insert a bit of code that lets you snap your fingers
three times, step out of your window, and fly. You are
basically a superhero.
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Meanwhile, Loki has been busy.

He not only visited you today, but also 10,000 other
kids willing to do a little work for free in exchange for
access to gravity’s code.

Natasha wants to be able to show off feats of strength
and comes up with a hack that lets her “double-click”
the bumper of a car and pick it up as if it were light as
a feather.

Slim just added a feature that lets him change the dir-
ection of gravity by thinking the word bingo!

Marc thinks he can make millions by selling a hack
that reverses the effects of age on tired faces by
secretly pulling up with the same force at which the
world pulls down.

Each of these little tweaks is extremely handy. Soon
the open gravity movement is gaining steam—people
start committing various fixes to gravity behaviors
that had always bothered them—they are on their way
to saving the world from thousands of senseless
deaths and accidents.

But here is the thing. What we’ve gained in conveni-
ence, we have lost in consistency. The rules have sud-
denly gotten very complicated. It isn’t obvious at first.
Coffee bistros start having a really hard time pouring
cups of coffee, so they try heroically to turn it into fun
with newly designed vacuum bubble cups. But then
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buildings start to collapse, and fires can’t be put out.
The world starts to notice. When the lack of consist-
ent gravity starts to upset our basic processes of bio-
logy, it turns out to be too late.

The laws of physics are free to all of us, and yet they
are not open source. Their code has been burned.
These points of stability not only help us cope with a
complex world but give us structure to push (and
build) against. Instead of open source, we might want
to start considering open, but stable, components.

The Architecture of Chemistry
Pauli’s Exclusion Principle underpins another pattern
found in Nature that has widespread consequences for
pervasive computing. Those atoms with the universal
identity form the basis for a higher-level architectural
framework called chemistry. If you think of an architec-
ture as the blueprint for how to define all the constants
and variables in a system, you can find no better ex-
ample of the power of architecture than the Periodic
Table of the Elements. Dmitri Mendeleev is credited
with drawing one of the first versions of this “map” of
chemistry’s territory in 1869.
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He inferred that atoms of different elements fall into
a repeating pattern and that by formatting the pattern
as a table he could predict the existence of undiscovered
elements—sometimes decades before they were proven
to exist in Nature. His chart, unlike other attempts by
his peers, left some places blank in anticipation of future
discoveries. He also at times ignored the most obvious
way to order the atoms (by their weight) but rather
grouped them by similar properties. As scientists
learned more about the nature of atomic structures, they
found that Mendeleev had ordered his elements by
atomic number (which denotes the number of protons
in an atom’s nucleus)—a concept that didn’t even exist
when he did his work. One of the powerful things about
architectural frameworks like this is that they confer
predictive powers and help us future-proof our en-
deavors. When he found an empty square in his table,
rather than forcing the next element to “fit,” he left it
empty. Not only that, he made predictions about the
weights and properties of these missing elements and
gave them placeholder names.

For example, in 1869 he predicted the existence of a
then-unknown element, which he called “eka-silicium,”
which he said would have a high melting point, be gray
in color, and would have an atomic mass of 72 and a
density of 5.5. When the element—now called
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Germanium—was isolated in 1886, it was demonstrated
to have an atomic mass of 72.61, a high melting point,
was gray, and had a density of 5.32.

The periodic table gave us a way to think about the
basic building blocks of chemistry. More importantly it
enabled us to understand the physical world and use
that knowledge to figure out how to combine atoms in
new ways to discover, understand, and build all sorts of
amazing new composite materials. In essence it gave us
generativity, which is an example of what we call beau-
tiful complexity.

Life’s Currency
Of course, the real payoff of all this architecture is this:
Implicit in the structure of the periodic table is the po-
tential—actually, the inevitability—for the formation of
molecules. But for this, we would live in a world built
exclusively out of 92 discrete elemental chemicals—a
situation reminiscent of those 51 noninteracting
application-level protocols we find in today’s Internet.

Instead, the real world contains an unbounded num-
ber of chemically distinct molecules, setting the stage for
the emergence of one epochal macro-molecule called
DNA. DNA is found inside just about every cell in your
body.3 The information about what makes you you, is
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largely stored in that DNA. The building blocks of life
are encoded in this molecule in the form of genes on
chromosomes. It is Life’s way of not only encoding crit-
ical information, but also copying it, moving it around,
and experimenting with new ways to use that informa-
tion. A chromosome is a “container” for genetic code. In
fact, it is not just the container for what makes you and
me what we are as humans; it is the standard informa-
tion container for all life on Earth.

That container has some remarkable properties. Its
contents are not immutable—they can be changed. In-
formation can be added and removed. This process is
called mutation. DNA can also be copied through a pro-
cess that nearly all cells have the machinery to perform.
Consider: An information container that is standardized
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across literally all life forms; that can be mutated and
extended; and that can be copied and stored by simple
(for a cell) mechanisms. Sound familiar?

The evolution of a universal container for storing in-
formation—one that could be readily replicated and ex-
tended—was a very big deal. In Nature, this drove vast
experimentation within huge spaces of possibilities.
Nature did get locked-in, eventually, on certain powerful
patterns, such as bilateral symmetry, but only after life
went through the Cambrian Explosion where all kinds of
alternatives were explored.

Consider the parallels between genetics and a liquid
economic system. One member of a species combines
genes from another and creates an entirely new unit of
“value” in the form of a unique offspring. DNA is
Nature’s information container but it is also Life’s idea
of liquid currency. We don’t call it the Gene Pool for
nothing. This is information liquidity writ large.
Nature’s “blueprints” are stored in lots of these little, re-
combinable boxes of information, replicated in unima-
ginable numbers, recomposable in unpredictable per-
mutations, flowing freely across space, time, and gener-
ational boundaries. Moreover, even the inevitable errors
inherent in this process prove to be essential, genetic
transcription errors being the primary engine of
evolution.
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Today we are reaping the benefits of this liquidity us-
ing a technique called transgenesis. Scientists now
routinely combine genetic materials from various spe-
cies to create new variants, such as goats that produce
human drugs in their milk. Recently, students at MIT
created transgenic E. coli (a kind of bacteria found in
our digestive system) that had genes from plants. When
the E. coli was growing, it smelled like mint, and when it
was mature it smelled like bananas. Vaccines for hepat-
itis B have been built this way, and there are a number
of trials in progress looking at ways to use these tech-
niques to cure debilitating diseases. If every kind of or-
ganism stored its information in some unique format,
we wouldn’t be here, and none of those advances in sci-
ence would be possible.

Resilience
As we build the trillion-node network, resilience will be
ever more important. A number of patterns can be
found in Nature to handle the challenges of resilience.
We will discuss two of the most valuable ones.

First of all, Nature employs massive redundancy as a
universal principle. A newt can regrow an amputated toe
because the structural pattern for newt toes resides in
the DNA of each of its cells.
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With this information (and a bit of biological pro-
cessing magic that humans lack) a lost toe can be regen-
erated. Memory is cheap in Nature, so the structural
patterns that describe what we are can be stored in
every cell. Every one of us stores the information equi-
valent of 200 volumes of the proverbial Manhattan-
sized phone book in each of our cells.

Secondly, Nature uses peer-to-peer (P2P) network-
ing. We’ve already discussed the prevalence of mycor-
rhizal networks in plant life. Obviously, there is no one
central “server” in these networks. Imagine how brittle
and short-lived life on Earth would have been if there
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were single points of failure in such massive networked
systems.

When cells communicate, they mostly communicate
with their peers. When they replicate, they carry a copy
of all their information with them. That information
turns out to be very handy when things go wrong. Con-
sider when you get a cut on your skin. Almost immedi-
ately a cascade of events begin at the location of the
wound. First blood platelets produce inflammation and
begin to aggregate at the site to aid in clotting. As heal-
ing progresses, new blood vessels grow into place, colla-
gen is used to form scaffolding, and finally new skin
cells proliferate and mend the wound. The skin cells on
your toe don’t talk to the skin cells on your ear.4 The
cells in your body don’t ask some central server for per-
mission to repair, replicate, process, or exchange in-
formation. That isn’t to say that at higher levels of com-
plexity there aren’t also more centralized control mech-
anisms. Beyond cells and organs, there are components
that do overall coordination. These include the nervous
system for fast-paced responses and the endocrine sys-
tem for more long-term modulation of activities. Even
those more centralized functions benefit from this pat-
tern of massive redundancy. There are countless cases of
patients with some form of brain damage going through
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rehabilitation and regaining some level of function via
another part of the brain.

Before the advent of the Internet, society had already
learned how to use peer-to-peer networks. As we have
already mentioned, good old-fashioned libraries are a
nice example. The information stored in libraries is
massively replicated in the form of books. Literary cita-
tions don’t point to individual copies—any copy of
Moby-Dick will resolve a link request. Copies are stored
in a vast number of independent places. And any library
can request a copy of some missing volume through the
interlibrary loan network, and some other library will al-
most certainly be able to serve it up. Books have been a
common currency of information for many hundreds of
years, and they, like DNA, have been promiscuously rep-
licated and distributed throughout the world. We
couldn’t get rid of Moby-Dick if we tried.

Biological systems and world-spanning ecologies
have much to offer the student of Trillions. Our efforts
at biomimicry for information systems have only really
just begun. We’d like to highlight four patterns that re-
cur in different guises throughout the remainder of this
book, all found in Nature, all valuable to our future.
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THE QUALITIES OF
BEAUTIFUL COMPLEXITY
Earlier we referred to beautiful complexity—a made-up
term to distinguish good complexity, the kind of com-
plexity we want to foster, the complexity that provides
power, efficiency, and adaptability without standing in
the way of usability or comprehensibility. We can recog-
nize this beautiful complexity because it is built on a few
powerful structural (or “architectural”) principles. These
include hierarchy, modularity, redundancy, and
generativity.

Hierarchy
We are inspired by the lessons of atoms and chemistry,
but the devil is in the details. The power comes when
atoms are put together to make molecules, and how
those molecules make cells, and how cells make organs,
and organs systems, and those systems make you, and
how you and I and others make us. Each level can be de-
scribed and modeled without reference to its use in any
higher level. This is what we mean by the term layered
semantics. The levels below don’t need to “know” how
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they will be used by the layers above or what those high-
er layers do.

Hierarchical composition is the most fundamental
quality of beautiful complexity and the one we mention
most often and with the most variations. In a hierarchic-
al design, parts are assembled into components, which
become the parts of larger wholes, and so on. It is a rev-
elation to discover the extent to which hierarchical or-
ganization pervades the natural world and complex sys-
tems in general, but not in itself a particularly useful
revelation. The natural advantages do not result from
simply dividing things into parts. The boundaries
between parts and wholes must be arranged in particu-
lar ways or the hierarchy doesn’t achieve beautiful
complexity.

Consider a bucket of fried chicken. Choosing pieces
from the bucket—looking for your favored white
meat—casually chewing on the bones in a moment of re-
flection—you become aware that the “chicken” represen-
ted by this bucket of pieces makes no obvious sense. In-
stead of wings, legs, breasts, and so on, the pieces look
as if some insensible hand had randomly cleaved the
bird into roughly equal-sized pieces. And it is difficult to
understand how these pieces could be reassembled into
a whole chicken (Figure 4.3).
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Figure 4.3 Randomized chicken

The joints between bones are the boundaries that
define the architecture of a chicken—in life and on the
butcher block. Similarly, in the design of complex sys-
tems, one of the important, and often difficult, tasks is
to identify the best boundaries between the layers of the
hierarchy—to find the natural joints. In naturally
evolving systems, the boundaries emerge over a long
time in response to functional needs, such as the re-
quirements of replication or growth. Military units and
ranks evolved in response to the pressures that war
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places on command. The assembly we call an auto-
mobile engine (which is simultaneously both a compon-
ent and a complex system) evolved, of course, in re-
sponse to the needs of its mechanical function, but also
to the constraints of material properties, manufacturing
limitations, and the geometry of assembling and servi-
cing all those many, many parts.

The important lesson from these systems is that, over
time, hierarchical layers and their boundaries become
well established when they support the system’s surviv-
al—its creation, its modification or adaptation, its per-
formance. Whether we are talking about squads, bat-
talions, and armies—or crankcases, valve trains, and fuel
systems—the stability of the boundaries is important to
the evolution of better subsystems. If every time we
wanted to develop a better fuel delivery system (e.g.,
fuel injector versus carburetor) we had to redesign all
the way down to the level of pistons and bearing journ-
als, evolutionary progress would be stymied.
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Simon’s Tale of Two Watchmakers
Our late colleague at Carnegie Mellon, Nobel laureate
Herb Simon, was a pioneer in the study of complexity
in natural and artificial systems. In his ground-break-
ing book, The Sciences of the Artificial, he presented
the following parable:

There were once two watchmakers, named Hora
and Tempus, who manufactured very fine
watches. Both of them were highly regarded,
and the phones in their workshops rang fre-
quently—new customers were constantly calling
them. However, Hora prospered, while Tempus
became poorer and poorer and finally lost his
shop. What was the reason?

The watches the men made consisted of about 1,000
parts each. Tempus had so constructed his that if he
had one partly assembled and had to put it down—to
answer the phone, say—it immediately fell to pieces
and had to be reassembled from the elements. The
better the customers liked his watches, the more they
phoned him, and the more difficult it became for him
to find enough uninterrupted time to finish a watch.

The watches that Hora made were no less complex
than those of Tempus. But he had designed them so
that he could put together subassemblies of about ten
elements each. Ten of these subassemblies, again,
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could be put together into a larger subassembly; and
a system of ten of the latter subassemblies constituted
the whole watch. Hence, when Hora had to put down
a partly assembled watch in order to answer the
phone, he lost only a small part of his work, and he
assembled his watches in only a fraction of the man-
hours it took Tempus.

Simon’s tale suggests that hierarchical composition,
and the systematic decomposition that it permits, is im-
portant not only for understanding, describing, and
working with complex systems, but it also affects, in a
fundamental way, their very viability. Through hierarch-
ical means, complex systems can evolve—part by part,
level by level—to adapt to changing conditions and shift-
ing needs. And in designing to this advantage it is im-
portant to consider, not just the hierarchy itself, but the
number and size of the layers, and to get the boundaries
between layers in the right places.

As a cautionary note, Simon also highlighted
something interesting that he found in exploring com-
plex systems. Not only were they often hierarchical in
nature but they tended to be “nearly decomposable.”
That word, nearly, is an important one. He specifically
didn’t say “completely” decomposable. There are times
when no matter how hard you try to turn things into
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little black boxes, they show some effects from other
components in the system. Not everything is hierarchic-
al, and you can’t assume that systems can be completely
decomposed without losing some critical essence. Ef-
fects can leak through hierarchical containment. For in-
stance, if you’re building a physical system, you can
make a box, but the box isn’t going to hide the mass of
the stuff inside, or prevent it from radiating or absorb-
ing heat. These unmodeled effects often give rise to
unexpected, hard-to-predict, emergent properties. In
the world of software systems, there are many examples
of unmodeled effects like CPU usage, memory require-
ments, consumption of stack space, and shared mutable
state.

Software designers often build centralized services to
mitigate these side effects. Such services allow them to
“cheat” their way around the inconvenient aspects of
strict modularity. Yet if we are to build the trillion-node
network, the demands of arbitrary scalability will re-
quire more sophisticated solutions. Unlike Mendeleev’s
peers who just put things together without leaving
places for future discoveries, we have to plan for un-
bounded complexity.

Hierarchy gives us a very powerful tool for under-
standing and building complex systems, but emergent
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properties and unintended consequences remain a chal-
lenge for the design of the trillion-node network.

Modularity
Modularity is sometimes confused with hier-
archy—they’re not the same thing. Modules may be ar-
ranged in hierarchies, but not necessarily. And hierarch-
ic layers may be modular, but again, not necessarily.

Generally, a module is a standardized part or unit
that can be used to construct a more complex structure.
But in the field of design, the word also carries an im-
plication that a unit can be added, deleted, or swapped
out with minimal impact on the overall structure or as-
sembly. That is, the designer need not modify the under-
lying structure in order to add a module or as a con-
sequence of removing a module. Thus, you can plug a
coffeemaker into your kitchen outlet, or unplug it, or ex-
change it for a toaster without making any modifications
to either appliance or to your kitchen wiring. This ex-
ample is so simple and common that we don’t think of it
as an example of modularity, but it does capture the fea-
ture of modularity that makes it significant to achieving
the beautiful complexity that is our goal.

Note that for all its local modularity, you wouldn’t be
able to take your toaster from your kitchen in the United
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States to a kitchen in Sweden and plug it in so eas-
ily—you’d have to find an adapter. Adapters are, of
course, possible as a means of correcting for failures in
modularity. But we never want to resort to them. They
ruin the beauty of the complexity. Eventually, it be-
comes a question of how far to push the boundaries of
local modularity. Context matters in this regard. This
question is one that will become increasingly important
with the spread of pervasive computing. What makes
modules so significant to beautiful complexity is not just
standardization of independent units, but in particular
the standardization of the interfaces where one module
meets another or adds on to the underlying structure.

Recall that in Chapter 2 we referred to Legos as an
everyday example of a system with fungibility. Get out
your Legos again and look at the interface aspects of the
toy. It’s all about the bumps. It works because of the
particular size, shape, and spacing of the bumps on the
tops of the blocks, and the shape of the hollow on the
bottoms of the blocks. Pretty simple. Works great with
little brick like shapes. But can it do more than that,
more than what the originators of Lego had in mind?

A look in any toy store confirms that the answer is
yes. Beyond the general-purpose Lego blocks, which
maintain the basic integrity of the system, kits are avail-
able, including specialized parts of limited (not general)
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utility—like rolling wheels with tires, spacecraft fins,
miniature doors and windows, and people. It all works
because the designers of the system have been abso-
lutely scrupulous about the details of the inter-
face—where part meets part, or module meets module.
Examine one of the people closely: Their hands and feet
are shaped to grip the bumps. The top of the body ends
in another standard bump that fits into a variety of
heads. And all the heads are the same shape, so that
they can be printed with a variety of faces. Finally, all
the heads are topped with a bump that fits a variety of
hats. A system with few distinctly shaped parts enables a
vast variety of distinct creations.5

Redundancy
The core meaning of redundancy has to do with the in-
clusion, in an object or system, of information or com-
ponents that are not strictly necessary to its meaning or
function. Complex hierarchical systems generally have a
great deal of redundancy.6 Yet redundancy as such is su-
perficially thought to be a symptom of inefficiency. But
in a real, entropic world, redundancy is the safety net of
life. It keeps things going when some of the details fail
or are ignored. In engineering, redundancy provides
backup capability in case of the failure of components or
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the unexpected exceeding of environmental assump-
tions. In languages, redundancy is the extra information
that protects meaning when part of an expression is
vague, corrupted, or simply missing.

Human communication via natural language uses far
more words than are strictly necessary to convey the
meaning of a sentence or utterance. We repeat
ourselves, but we learn through repeated hearing—and
by repeating we can carry on a semblance of a conversa-
tion even in a noisy bar. In the printed word, our letter-
forms themselves are full of redundancy. A common
demonstration in basic typography courses shows stu-
dents the importance of letter shapes and word shape by
covering the bottom half of printed words. In most
cases, especially with lower case letterforms, the text is
still nearly perfectly readable7 (Figure 4.4).

Figure 4.4 What is this word? How much of the word
is actually there?

Symmetry is a kind of redundancy that deserves spe-
cial attention because of its conceptual origins in the
physical and perceptual dimensions of our world. Sym-
metry provides additional information about the form,
structure, or action of some physical object—natural or
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artificial. If you have seen one side of a car, you can be
pretty sure what the other side is going to look like; all
that’s needed is your memory of the side you see, plus a
spatial “mirror” transformation that our brains perform
quite easily, as long as the image isn’t too complicated.
We aren’t generally conscious of performing such sym-
metry operations in everyday life, but they are going on
at a deeper level, and we notice them in a jarring way
when our mental predictions are not met—as in a car
that is different on each side or in the Batman character
Two Face.

Though the bilateral or mirror sort of symmetry is the
one that first comes to mind, there are other symmetries
that are common to physical/perceptual experience. The
terminology varies, but three other fundamental sym-
metries are generally known as rotational, translational,
and dilatational symmetry. Sometimes repetition is in-
cluded as a fifth type (Figure 4.5).
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Figure 4.5 A Studio exercise about the effect of sym-
metry on perceived complexity

At their roots, all these symmetries do the same
thing. They reduce the information that we need to pro-
cess in order to recognize, describe, or construct a com-
plex physical object. But we are discussing the design of
a world where physical objects and digital objects exist
in concert—information architectures, connected exper-
iences, relationships among people and information
devices—we need to be aware of symmetries and other
kinds of redundancies in these circumstances as well.
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We are already familiar with a sort of intermodal re-
dundancy in user interfaces that pair icons with de-
scriptive words. It’s repetition with a difference, where
one mode supports the other. In a world of ubiquitous
information devices, how will we accomplish similar en-
hancements of usability—perhaps a word coupled to a
gesture, or a vibration coupled to a feeling of heat, or a
texture coupled to an odor?

In Chapter 3 we discussed the current instantiation of
“the cloud” and how it often excludes the sorts of re-
dundancy found in Nature. We noted that this lack of re-
dundancy could be not only damaging but catastrophic.
Redundancy may seem inefficient at some level, but it
turns out to be a critical optimization if your goal is
long-term resilience. In the pervasive computing com-
munity one sometimes encounters the phrase creative
waste. We are not fond of the term—redundancy is not
waste at all.

In the world of Trillions Mountain, redundancy will
become an even more important path to beautiful com-
plexity than it is today. In a world that is international
and intercultural; in which our possessions are informa-
tional as well as physical; and where we interact with
one another across widening gaps of space, time, and in-
tention; designers of connected systems will need, more
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than ever, to pay conscious attention to this aspect of
beautiful complexity.

Generativity
Generativity is qualitatively different from the other as-
pects of beautiful complexity. Hierarchy, modularity,
and redundancy are concepts that describe and qualify
the states of things. By contrast, generativity is funda-
mentally about processes. Of course we can speak of a
process as being hierarchical, but it is more likely that
we are actually talking about a structure—or organiza-
tion, or its state—which gives rise to the process we de-
scribe as hierarchical. The notion of generativity entered
the design profession by way of linguistics. Generative
grammar, developed and promoted in the 1950s by
Noam Chomsky and others, is a type of grammar that
describes language in terms of a set of rules, called
transformations, which operate within a hierarchy of
cognitive levels, to generate an unbounded number of
possible sentences from a limited number of semantic
primitives, word parts, and possible sounds.

A prior approach, known as phrase structure gram-
mars, tried to account for human language by proposing
what amounted to sentence templates, with the various
parts of speech at their appointed places in the
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templates, waiting for the speaker to fill in the template
with actual words. It was a view of language that owed
more to the methods by which scholars analyzed speech
than to an understanding of how ordinary people
speak.8 Phrase structure grammar was ultimately inad-
equate because it seemed to require far too much pre-
planning on the part of the speaker.

The importance of generative grammar was that it ac-
counted, in a reasonable way, for our human ability to
concoct an apparently endless stream of complex sen-
tences out of a very limited range of semantic, syntactic,
and phonological means. That is, through generativity,
it doesn’t take much to say a lot.

Soon after the notion of generative grammar was in
the wind, other examples of generative systems were
quickly proposed in other realms of creative production.

Architectural theorists proposed generative “form
grammars” by which they characterized practicing ar-
chitects as generating building forms through a set of
hierarchical rules. While no working architect may ad-
mit to consciously invoking generative rules, the notion
of an architectural form-generation process maintains
its viability. After all, no speaker necessarily admits to
invoking generative rules in speaking either, but the
evidence that it’s happening, unconsciously, is too
strong to be disregarded.
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A simple generative system—much simpler than the
grammars proposed for natural language—can be illus-
trated using a set of possible combinations expressed in
a matrix. Imagine a matrix for generating snacks; four
rows by four columns (Figure 4.6). The rows represent
the “outside of the snack,” and are labeled “chocolate,”
“peanut butter,” “bacon,” and “hot peppers.” The
columns are similarly labeled, but represent the “filling
inside.”

Figure 4.6 A matrix for comparing snack foods
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Now if the rule is “choose the intersection of one row
and one column, and describe the snack at that intersec-
tion,” you find you can generate 16 different snacks.
Granted, some may not be very interesting, like the in-
tersection of chocolate/chocolate—unless you’re a
chocoholic. And some may not be very appealing. But
you do generate a Reese’s Cup, which is good, but
already exists. And you also generate peanut butter out-
side, with a chocolate filling inside. A sort of Inverse
Reese’s Cup, which doesn’t exist, and might be pretty
good if you could find some way to structurally stabilize
peanut butter. Fortunes have been made from these
kinds of experiments in generativity. The concept of
generativity is very broad, found even in the elementary
processes of visual design (Figure 4.7).
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Figure 4.7 Generative Sketching: Combinations and
permutations are used to generate a large number of
unique shapes from a few simple rules.

Generativity makes it onto the list of qualities for
beautiful complexity specifically because of the needs we
see arising in the land of Trillions. Not only will there be
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trillions of nodes—trillions of devices—but similarly
large numbers of opportunities for satisfying human
needs and desires—the needs and desires of billions of
individual and subtly different people who may each
claim their fair—and individualized—share of the digital
resources of the planet.

The well-worn practice of designing just states
(products, devices, messages) will not do to satisfy such
a demand. We will have to also get good at designing
processes by which people author and tune the digital
environment in which they live. Imagine a world in
which purchasing a product, or an app, or a service be-
comes more like the process by which you buy a home,
or gather your circle of friends around you. It’s not just
about price or features, but has a lot to do with personal
identity, preference of lifestyle, comfort, and familiarity.
Maybe it sounds complex, but if it works, it will be rich
and beautiful. There is no better route to beautiful com-
plexity than to seek generativity in the things we design.
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AT THE INTERSECTION
OF PEOPLE AND
INFORMATION

The reader may note that to this point we haven’t men-
tioned many of the actual physical things that human-
kind has copied from Nature. We haven’t mentioned the
rise of biomimicry that has driven new inventions in ar-
tificial limbs, airfoils, adhesives, or living quarters. We
didn’t talk about geodesic domes or seashells.

While we think these efforts are all well and good, our
focus is not on the design of things per se, but on the
discovery and application of design patterns and pro-
cesses that can be applied at the intersection of informa-
tion systems and people. As Tolkien taught us, we are
not merely copiers, we are subcreators—we need to un-
derstand the rules that give rise to the systems we
create.

In the next chapter, design itself will take center stage
as we explore ways in which we can use the building
blocks of the natural world along with practices honed
over decades—in some cases centuries—of deliberate
creativity to drive thoughtful systematic change.
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1 Pando is Latin for “to spread out, stretch out,
extend.”

2 The fossil record for living organisms has recently
been pushed back to almost 3.5 billion years ago.

3 Mature human red blood cells do not have a cell
nucleus or DNA.

4 In the popular conception of the Internet of Things,
many people believe that everything will talk to
everything else. If Nature is our guide, we would beg
to disagree.

5 And the story doesn’t end there. A product line
called Lego Technics extends the architecture to sup-
port active electrical and mechanical compon-
ents—including bumps containing electrical
contacts.

6 This is often where we encounter the nearly de-
composable quality of complex systems. But just as
nearly can frustrate decomposability, by relying on
redundancy across layer boundaries, we can arrange
to separate the layers without losing information.
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Looked at another way, this redundancy places a
limit of the semantic isolation in semantic layering.

7 Interestingly, the trick doesn’t work nearly as well if
you cover the top half of the words. This demon-
strates that most of the information is located in the
top halves of the letterform shapes.

8 Those “sentence diagrams” they made you do in
fourth grade were essentially exercises in phrase
structure grammar.
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CHAPTER 5

How Design Does It

The role of the designer, as the humane and aes-
thetic conscience of industry, is that of a surrogate
for the consumer. He senses the pattern of evolu-
tionary factors in manufactured products and dir-
ects the object toward the perfection of its
typeform.

—ARTHUR PULOS
You are a 32-year-old scientist, jobless, broke, and con-
sidering suicide. A pandemic is growing across the coun-
try and around the world. Your daughter is a victim. You
blame yourself for your child’s death. No doctor or re-
searcher has yet found a cure. When you consider the
state of the world and your failure to protect your child’s
precious life, you begin to drink heavily. You are living
in low-income public housing near the shores of Lake
Michigan. One day you decide you have had enough and



begin to walk out onto the beach and into the water. You
are chilled but just keep walking. As the waves break
across your chest, one last idea occurs to you. As a sci-
entist you can’t stop teasing at this idea and soon have
formulated an experiment. It will be the next and last
one you will ever run.

You decide to run an experiment to find what a “hu-
man of average size, experience, and capability . . . could
effectively do [to] . . . lastingly improve the physical pro-
tection and support of all human lives. . . .”

Your name is R. Buckminster Fuller and you will ask
that your epitaph read, “Call me Trimtab.” But the head-
stone will have to wait more than 50 years because
you’ve got an experiment to run.

Buckminster Fuller, scientist, engineer, architect, fu-
turist, and designer, was born in the waning days of the
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nineteenth century and would live to the age of 83. Dur-
ing his time he would focus on the challenges facing all
of the inhabitants of Spaceship Earth. A structure that
he designed to shelter humanity, the famous geodesic
dome turned out to embody a design pattern identical to
that found in a particular molecule of carbon whose
atoms are arranged on a perfect sphere (Figure 5.1).
When scientists in the late twentieth century discovered
these surprising nanoscale soccer balls, they officially
named them buckminsterfullerene, and universally refer
to them as “buckyballs.”1
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Figure 5.1 The Montreal Biosphère, a geodesic dome
originally built as the United States Pavilion at Expo 67,
designed by R. Buckminster Fuller

While patterns found in Nature inspire us and give us
ideas for how to build things, they are not the end but
rather the beginning of the story. Design, as a practice,
continues the tale.

Bucky’s phrase “Call me Trimtab” refers to an elegant
piece of nautical engineering based on an understanding
of fluid dynamics. A giant ship like the Queen Mary has
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a rudder to help it change directions, but on that rudder
is a small device known as a trimtab—it is the rudder’s
rudder. By changing the angle of that little device, just
enough turning force is created to counteract the direc-
tion of the ocean current and keep the ship moving at
the intended bearing. The realization that he was just
one small part of a very large system, but that he could
change the world by consciously applying design tech-
niques to solve problems at the point of greatest lever-
age, was profound, and for Fuller, life saving. When
asked what he was, rather than answering with a typical
discipline descriptor such as engineer, or architect, he
liked to say, “I am not a noun, I seem to be a verb.”
These two quotes begin to explain the value of design as
a practice.

BIRTH OF INDUSTRIAL
DESIGN

Soon after Buckminster Fuller walked the shores of Ch-
icago contemplating the future, the world was plunged
into the Great Depression. One little-mentioned factor
that helped America emerge from the devastating
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downward spiral was the emergence of the profession of
industrial design.

The industrial designer emerged out of the financial
chaos to become a consumer advocate with a carrot
rather than with a stick—representing the consumer’s
interests in the corporate boardrooms, and rewarding
the attentive industrialist with increased market share
and increasing profits.

In the late 1920s and early 1930s a few dozen men
(they were virtually all men)2 more or less drifted from
other careers—mostly in various of the visual arts—to
meet the demand being created among manufacturers
by advertisers and economic recovery theorists for help
in creating, through an essentially craft tradition, aes-
thetically and functionally improved products. A smaller
number proved to possess the right combination of
skills—technical, aesthetic, diplomatic, organizational
and promotional—to build large nationally known
design organizations. Most prominent of the latter
group were the big four designers: Norman Bel Geddes,
Walter Dorwin Teague, Raymond Loewy, and Henry
Dreyfuss.

It is notable that “fine” artists founded none of the
early full-service industrial design organizations. Bel
Geddes and Dreyfuss were successful stage designers,
while Teague and Loewy had had careers in commercial
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art. Goaded by their advertising agencies, who felt in-
creasingly helpless in attempting to convince
depression-weary customers to purchase tired old mer-
chandise, and encouraged by enthusiastic articles in
trade and business journals—most notably For-
tune—manufacturers increasingly sought out designers,
whose employment started out as something of a fad
and eventually became institutionalized as a part of
standard business practice in many industries.

The personalities of these early designers, and their
views on the relationship among technology, design, and
society, were markedly diverse. Bel Geddes (Figure 5.2)
was a showman and a visionary, with a reputation as
“the man who, when asked to redesign a product, went
on to design its factory.” Consistently ahead of his time,
he was the least successful of the big-name designers in
terms of commissions actually produced, but he excelled
at promoting industrial design as a consequential and
glamorous profession and at popularizing streamlining
as a uniquely American design style.

Figure 5.2 Norman Bel Geddes with a model of his
ocean liner concept
Source: Courtesy of Edith Lutyens & Norman Bel Geddes
Foundation and Harry Ransom Center, The University of
Texas at Austin.
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In contrast to Bel Geddes’ flamboyance, Teague (Fig-
ure 5.3) was by temperament reserved and understated,
more the businessman than the artist. Politically conser-
vative, he was trusted and liked by the businessmen who
were his clients because he was like them and trusted in
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their enterprise and the cumulative wisdom of their
enlightened self-interest to bring about social progress.

Source: New Yorker, 1932. © Kemp Starrett/The New
Yorker Collection/www.cartoonbank.com.
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Figure 5.3 (left) Walter Dorwin Teague in his New
York City office. (right) The Kodak Bantam Special Cam-
era, designed by the Teague office in 1936, part of a
long-term designer-client relationship with Kodak
Source: Courtesy of TEAGUE. Copyright TEAGUE.

Raymond Loewy had a simpler view of the role of
design in human affairs. Eschewing the more extreme
claims of functionalist determinism, and avoiding, for
the most part, extravagant visions of technological uto-
pias, Loewy’s passion as a designer was simply to make
the technological world, and the lives of the people who
inhabit it, less abrasive and more pleasant. Loewy (Fig-
ure 5.4) characterized his early efforts to sell his design
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services as a personal crusade to convince America’s in-
dustrialists that improving people’s lives by improving
the design of the products they used was not only pos-
sible, but was also profitable. Although Loewy was tem-
peramentally reserved, throughout his long career he
was an indefatigable promoter of himself and of his pro-
fession, and was by no means hesitant to stretch a fact
for the sake of rhetoric. However, there is no reason to
doubt that a modest quest for elegance and style was the
motivating force in both his personal and professional
lives. Loewy coined the acronym, MAYA, that we use as
our company’s name, for that optimal zone that bal-
ances the Most Advanced design that is Yet Acceptable
for normal consumers.

Figure 5.4 Raymond Loewy posing with a Studebaker
of his design
Source: Bob Landry/Getty Images

262/596



Most modest of all in his aspirations for the profes-
sion, Henry Dreyfuss (Figures 5.5 and 5.6) devoted his
career to an effort to mold the products of technology to
the needs of people rather than the reverse. Dreyfuss
was educated in the tradition of the Society of Ethical
Culture to the belief that the highest moral imperative
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was to direct one’s efforts toward the improvement of
society and to a broadly conceived concept of “progress.”
Claiming no mystical wisdom and embracing no grand
designs, Dreyfuss believed that the role of the designer
was simply to, first, understand the needs and charac-
teristics of users as individuals and as groups and,
second, to make products more useful—and therefore
more saleable—by applying such understanding to im-
proving their usability, safety, and aesthetics. As part of
its product design regimen, the Dreyfuss office accumu-
lated voluminous statistical data about the physical and
perceptual characteristics of the population. As a result,
Dreyfuss became recognized as one of the founders of
the discipline of ergonomics.

Figure 5.5 Hand anthropometrics from Dreyfuss’s The
Measure of Man, a landmark compilation of human
factors data for designers, stressing usability
Source: Courtesy of Henry Dreyfuss Associates. Copyright
1960 Henry Dreyfuss.
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For all their diversity, these and other successful early
designers evolved remarkably similar methods of opera-
tion and, by the end of the 1930s, represented a genuine
movement in the annals of American industry. Teague
once accounted for the fact that all of the well-known
designers developed such convergent methods by
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observing that “those who did not, simply did not last.”
More explanatory, however, are a number of common
themes that emerge from an examination of their ca-
reers and of their writings.

One such recurring theme in each of their stories was
a rejection of superficial “surface” design. In the pre-in-
dustrial design era manufacturers often hired artists and
craft-oriented designers to “beautify” products by apply-
ing surface decoration prior to mass production.

Source: U.S. Library of Congress, U.S. Department of the
Interior, National Park Service, Historic American Engin-
eering Record.
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In contrast, the founders of the major design offices
unanimously rejected this approach in favor of an “in-
side out” functionally driven approach. Dreyfuss often
repeated the story that early in his career the Bell Tele-
phone Company selected him as one of 10 commercial
artists to be offered a thousand dollars each to provide
sketches of an improved telephone set. Dreyfuss de-
clined the offer, insisting that a successful product
design could not be completed under such circum-
stances, but must rather be carried out in close collabor-
ation with the company’s engineers. A year later, Bell re-
turned to Dreyfuss, admitted that the submitted designs
proved impractical, and hired him in a consultant rela-
tionship that lasted throughout the rest of his career
(Figure 5.6).

Figure 5.6 Dreyfuss (L) and William H. Martin (R), an
engineer and Bell VP, with studies from their work with
ATT
Source: Eric Schaal/Getty Images.
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NOVELTY, BEAUTY,
RITUAL, AND COMFORT

Soon after design was recognized as a profession, it was
further specialized into narrower concerns—product
design, graphic design, communication design, interior
design, sound design, fashion design, and even further
specialized into product categories such as automotive
design, furniture design, and, more recently, interface
design and web design.

These specialties were born of the human love of nov-
elty, beauty, ritual, and comfort; they were raised in the
arts and enabled by engineering and technology. They
have grown to be powerful resources employed in the
service of building brand, stirring desire, and “fitting”
products and services within our human-scale world.

For a brief period there was uncertainty whether the
teaching of design belonged in schools of engineering or
schools of art. In our opinion, it should have remained
balanced precisely at the intersection of the two. But
Academe is notoriously bad at such interdisciplinary
balancing acts, and, so in the event, it ended up for the
most part in art colleges or university departments of art
or architecture. Graphic design typically grew out of
painting programs, industrial design out of sculpture
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programs, and interior design out of architecture. And
the method of instruction was typically through the im-
itation of masters, with scant analysis or reasoning to
back it up.

Over time, the various flavors of design have evolved
significant methods and rationales. They have been
enormously successful at tapping the cultural streams
that determine human reactions to our designed and
built environment—reactions of desire or satisfaction; a
sense of beauty, of pride, of place, of ownership. Struc-
tured methods have been developed for sensing prob-
lems, defining problems, and solving problems. But they
also help us with elements of drama, surprise, and satis-
faction. And because many of these specializations rely
on the visual language of design, they are spatial and
holistic at their core. Many of the methods and tech-
niques used in these areas have proven to be effective at
describing design problems between and across diverse
disciplines beyond their traditional borders—tapping in-
to the perceptual powers that all players in the product
development process—engineers, mathematicians, so-
cial scientists, writers, business executives, financial
analysts, and policy specialists—bring to the table.
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HEARING HISTORY
RHYME

There have been three fundamental technological re-
volutions in human history. Eight thousand years ago
was the agricultural revolution. Roughly 200 years ago
the industrial revolution began. But then, no sooner had
that revolution run its course than we found ourselves in
the midst of the information revolution. In human his-
tory, only these three developments have made a funda-
mental, permanent difference in the lives of ordinary
people. And of course the increasing time-compression
of these periods—8,000 years, 200 years, and 50
years—has been remarked upon countless times.

The industrial revolution brought unprecedented,
world-changing power but it also foisted unspeakable
mechanized ugliness and brutality upon human be-
ings—not to mention on the landscape, the natural
world in general, the planet itself. The so-called machine
age crushed people both figuratively and literally. In its
final stage, its technology impinged on the everyday
lives of people in the form of inexpensive mass-pro-
duced products intended for mass consumption. But it
also produced a transformation of the average person’s
daily environment from a pre-industrial state of relative
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order and integrity to an early-industrial state of noise,
danger, squalor, and ugliness. “History doesn’t repeat it-
self,” as Mark Twain allegedly put it, “but it does
rhyme.” We founded MAYA Design because we heard
history rhyming. The information revolution was echo-
ing its predecessor.

Today, we are arguably on the cusp of a fourth re-
volution: the age of Trillions. No one disputes the
evolving phenomenon itself, though some argue that it
is merely a continuation of the information revolution.
We think that pervasive computing represents a pro-
foundly different relationship of people to information,
and that eventually it will be understood as a distinct
epoch of human history. As an intrinsically networked
phenomenon, it will also continue the historical trend of
acceleration. A decade in the era of pervasive computing
will bring unimaginable changes.
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The Great Exhibition
By Joe

It is the middle of the nineteenth century, and Great
Britain is feeling its oats, being the dominant world
colonial power and the leader in the industrial revolu-
tion that is sweeping the world. Queen Victoria has
convened a Royal Commission, with Prince Albert as
chairman, to oversee the planning and implementa-
tion of a great international industrial exhibition. It
would come to be regarded as the first of a century-
long succession of events that came to be known as
World’s Fairs.

On May 1, 1851, it opened in London’s Hyde Park as
the Great Exhibition of the Works of Industry of all
Nations to the accompaniment of cannons, fanfares,
cheers, prayers, and a performance of Handel’s “Hal-
lelujah Chorus.” It was immensely popular right up to
its closing in October 1851. In those six months, it be-
came a benchmark of industrialized design and has
remained so ever since. The nearly 15,000 exhibitors
and their products—over a million of them—were cer-
tainly responsible for the Exhibition’s popular suc-
cess, but so was the Exhibition building itself—The
Crystal Palace (Figure 5.7).
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Figure 5.7 Original Crystal Palace of 1851

A closer look at the Crystal Palace and its contents
provides insight into the recurring paradox of great
technological revolutions: increased productive
power coupled with a seeming loss of judgment about
how to use that power—about making the right
products. It’s the historical theme we hear rhyming as
we near another revolution.

The exhibition building itself, at least from today’s
perspective, was the brilliant breakthrough of the Ex-
hibition. After months of bureaucratic delays with
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unsuccessful proposals from all the “proper” people,
and with only 10 months to go until the scheduled
opening, Joseph Paxton, a landscape architect with
extensive experience in building greenhouses,
stepped forward with plans for what would become
known as the Crystal Palace. It is regarded as the first
modern modular building, consisting of glass plates
glazed into a framework of cast iron modular columns
and just four types of support beams. The final build-
ing covered over 19 acres and was 65 feet high, with a
108-foot high cross vault that enclosed three ancient
elm trees. Paxton avoided traditional Victorian decor-
ative elements; the building was meant to serve a spe-
cific function for a limited time. The visual impact
was the result of only material, color, light, and, of
course, sheer size. The building was so successful
that, after the closing of the Exhibition, it was dis-
mantled, enlarged by nearly 50 percent, and moved to
South London’s Sydenham Hill, where it served a
variety of public purposes until it was destroyed by
fire in 1936—a temporary building with a life of 85
years. Many of the details of the Crystal Palace can be
found in a comprehensive book published by John
Tallis and Company.

By comparison with the building, the contents of
many of the exhibits are remembered as being some-
where between crass and silly (Figure 5.8). Granted,
the exhibits of industrial machinery and
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manufacturing processes showed the best engineer-
ing and machine design of the era. In contrast, the
products of that manufacturing—what we would call
consumer products—amounted to a compendium of
Victorian excess. Even given the prominent legitimate
role that surface decoration played in Victorian sens-
ibilities, the amount of decoration was excessive and
lacking in sophistication. The focus of Victorian pride
had shifted to an ability to industrially imitate—at low
cost and high volume—traditional decorative themes,
but in the materials of industry. Floral and animal
motifs had for centuries been painstakingly refined,
by hand, in materials like wood and stone. Now they
were being copied in cast iron and machine-loomed
textiles without regard for appropriateness or the re-
lationships among material, process, and form.
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Figure 5.8 A work table displayed in the Crystal
Palace

The mid-twentieth century designer, Charles Eames,
accounted for this problem—an eternally recurring
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problem in his mind—in terms of constraint and re-
straint. He believed that one or the other was a neces-
sary condition for good design. With Paxton’s exhibi-
tion building, there were so many constraints—short
time, immense size, construction difficulties, and so
on—that there was no creative energy to be wasted on
pointless decoration or empty symbolism. But for the
manufacturers displaying their wares, constraints had
been removed. Productivity was up, dependence on
human skill was down; it looked like an unbounded
variety of goods would be available to all. The prob-
lem now was to find a substitute for scarcity as a
source of value. They settled on unconstrained decor-
ation. This is the point when, as Eames argues, re-
straint must enter into conscious design problem
solving. When the question of “how to make” has
been answered, the important question becomes
“what to make.”

INSTABILITY AS THE
STATUS QUO

One of the changes that we—business people, designers,
consumers—are already dealing with is the recognition

278/596



that good design decisions are increasingly influenced
by the need to be context dependent and dynamic. Con-
text dependency has always qualified the “goodness” of
design decisions. The addition of dynamic considera-
tions, giving us a dynamic context, makes for a tricky
scenario—an inherent and persistent instability.
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Painting, Palettes, and the Art of
Systematic Experience Design

By Bill Lucas
Before the Industrial Revolution, fine arts painters
worked within color constraints that were set for
them by the natural world. The natural pigments con-
stituted a set of constants that artists could extend by
mixing them to achieve variations. Their portrayals
of reality were confined to the spectrum afforded
them by these constants and variables.

The Industrial Revolution gave rise to synthetic pig-
ments and a corresponding wave of chromatic com-
plexity. In response, many painters embraced the dis-
cipline of setting a limited palette for themselves. Be-
fore putting brush to canvas, they deliberately nar-
rowed the spectrum of colors to a small, yet potent,
assortment. The specific values they chose may have
been utterly different from those offered by Nature,
but they functioned in the same way: restricting the
artist to a limited, comprehensible color world that
could be fully and meaningfully explored by mixing
the components.

In the age of pervasive computing, coordination of
constants and variables is the central act of pattern
making in everything from visual arts to computer
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engineering. As we pursue systematic experience
design, the interdisciplinary teams at MAYA embrace
the discipline of setting limited palettes. We deliber-
ately narrow the full range of possibilities to a small,
yet potent, assortment of elemental attributes. Like
skilled painters we choose our palettes wisely and
then draw from them to create user experiences
formed by information technology—compositions of
remarkable diversity, with an automatic harmonious-
ness that we got for free, you might say, from the
well-chosen limitations of our constants.

In Nature we get physics for free. You might call it the
automatic harmoniousness of the world. As interac-
tion designers we create virtual physics for the inter-
faces that users experience. We determine a fruitful
set of constants and variables. We come to under-
stand that the natural world, paintings, and software
interfaces are all information designs. They all get
their diversity and harmony, their variety and coher-
ence, from the interplay of constants and variables in
both appearance and behavior.
Bill Lucas (no relation to Pete) served as Director of MAYA’s Visual

Design Group from 1996 to 2001, then becoming the inaugural mem-
ber of MAYA’s Professional Practice Fellowship Program.

Experts who deal routinely with potentially danger-
ous dynamic situations have evolved elaborate proced-
ures and protocols that are worthy of study as examples
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of complexity design. Rock climbers employ highly
structured sets of telegraphic calls and acknowledg-
ments for reliably communicating the state of a climb to
the belaying partner on the other end of the rope. Simil-
arly, military pilots and astronauts revert to a highly
drilled set of terse commands and responses when com-
municating on noisy channels under the pressures of
flight.

Space flight provides an interesting example of how
dynamic systems can require constant reevaluation in
light of new circumstances: Throughout the American
space program and up until the Apollo moon landings,
the act of deciding whether to continue or to abort a
mission was termed a “go/no go” decision. However,
just a few months before the Apollo 11 landing, mission
planners realized that this term, which had served well
in all previous circumstances, suddenly became ambigu-
ous and potentially confusing once the lunar module
touched down on the surface of the moon. As a result of
this insight, the terminology was quickly changed to
“stay/no stay.” What constitutes “good design” is always
contextual, and never more so than in the case of com-
plex, rapidly changing systems.

The above examples—climbers, pilots, and astro-
nauts—all share the common characteristics of operat-
ing in highly dynamic situations involving limited
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bandwidth. That is, compared to most human commu-
nication situations, the quantity of information that can
be passed back and forth in a given amount of time is
limited. This is true both because verbal communica-
tions is often carried out over noisy or otherwise “weak”
channels, and also because such situations are often im-
poverished in terms of the various nonverbal cues that
are so important in more normal human communica-
tions. Both of these same impoverishments—limited
bandwidth or attention span and lack of nonverbal
cues—also characterize the kinds of human-machine
communications that are the essence of user interface
design.

Design has consequences that can go far beyond mat-
ters of appearance and personal preference. The annals
of technology are littered with examples of disasters at-
tributable directly to designs that inadequately coped
with dynamic complexity.

POST-INDUSTRIAL
DESIGN

From today’s perspective, the early pioneers of industri-
al design might seem to have been pursuing a shallow
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and sometimes crassly commercial role in industrial
America. But they were on the right track. They learned
how to learn. And many of the major elements of a post-
industrial design were there: an integrative position
situated between industry and consumer, the collection
and application of explicit design data and design meth-
ods, the persuasive power of aesthetics, and collaborat-
ive methods for integrating the expertise of a broad
range of disciplines.

When we founded MAYA Design in 1989, the basic
idea was perfectly simple: We proposed to do the same
thing for post-industrial design.

We were hearing in the burgeoning computer in-
dustry the unmistakable echo of the industrial revolu-
tion’s impact on human beings. The information revolu-
tion wasn’t spewing smoke and steam from “dark satan-
ic mills” or shattering tranquility with the cacophony of
heavy steel, but it was placing significant stresses upon
people—all the more insidious, one could argue, for not
being ear-splitting or suffocating or glaring.

Computers were by then well into a metamorphosis
from rare and precious tools for trained specialists to a
major constituent of the everyday environment. For the
first time in human history, highly complex systems
were in the hands of ordinary people—systems that had
nothing to do with natural human life. Their complexity
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stemmed directly from the ultraminiaturized electronics
they were built from, a profound mismatch with human
senses and cognition and interests. This was something
genuinely new in the world. It demanded new ap-
proaches to design. But for the most part, the computer
industry was making no real distinction between design
and engineering. Indeed, engineers often were the sole
designers of computing machines intended to be sold to
and used by people who knew nothing about
engineering.

Post-Industrial Design = Complexity
Design

Humanizing technology, shielding ordinary people from
the inhumane impacts of machines, creating and ex-
panding markets for well-designed products—this was
what industrial designers were supposed to do. But the
profession was not rising to the challenges of the in-
formation age as it had risen to the social and business
needs of the machine age. There were certainly specific
individuals with vision in this regard, but in the final
decades of the twentieth century, industrial design (ID)
as a whole had abdicated its leadership in the develop-
ment of usable, safe, pleasant, attractive, and otherwise
marketable high technology products.
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The vacuum created by this abdication of responsibil-
ity by the ID profession was certainly recognized at the
time. In an effort to fill it, a new discipline came into ex-
istence, calling itself Human Computer Interaction
(HCI). Unfortunately, with only a few important excep-
tions, its early practitioners were trained either as en-
gineers or as academic psychologists—both highly relev-
ant disciplines, but ones that almost entirely lacked ac-
cess to the 50 years of accumulated methodological wis-
dom in human-centered design that formed the founda-
tions of the profession of ID. As a result, the HCI com-
munity was attempting to reinvent Design out of whole
cloth.

No one involved in high-tech product design was ad-
dressing or even talking about the central issue raised by
the proliferation of computing and electronically trans-
mitted information: the collision course of ordinary
people and complexity.

It is significant that the icon of that moment in Amer-
ican technological history was not a computer per se,
but an inexpensive computerized device that could be
found in almost every home—the VCR flashing “12:00”
in red LED numerals all day. This ubiquitous machine
had become so commoditized that you could buy one for
less than $100, yet it was so complex to operate that
most owners could not figure out how to set its clock.3
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The few who managed it probably went on to learn how
to program the machine to record a TV show unatten-
ded—one of the primary reasons for owning the device
(and something you couldn’t do if you couldn’t set the
clock). But in the end their VCRs flashed “12:00” too,
because the stupid things lost their hard-won settings
with every power outage, and it just wasn’t worth the ef-
fort to constantly re-figure-out how to fix them.

It did not take a genius to see that the day would
come when every home in the United States would con-
tain 10, 15, 20 such devices, each of them a source not of
pleasure and satisfaction but of frustration and anger,
even fear (Figure 5.9). And then there was the personal
computer. PCs were young adolescents at that point,
still a special, expensive purchase, hardly found in every
household. That would take another decade or so. But it
was pretty clear that we were soon going to have a mess
on our hands.

Figure 5.9 April 29, 1991: Usability awareness makes
the cover of BusinessWeek
Source: Used with permission of Bloomberg L.P. Copyright ©
1991. All rights reserved.
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A world full of microelectronics was going to need
design redemption in the worst way, but it wouldn’t
come from any community of designers already in exist-
ence. Once again, a new profession would have to tame
the beast of a new era. If Industrial Design humanized
the Industrial Revolution, it stood to reason that the
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Information Revolution needed Information Design. In
the end we chose the even more encompassing term
complexity design, but information design is a big part
of what you do to achieve complexity design.

The need to humanize information technology wasn’t
apparent to most people back then, and a passing glance
at computer culture today will confirm that for the most
part it still isn’t. Like fish that can’t see the water that
surrounds them, we aren’t fully conscious of the milieu
we live in. Computing today (by some measures, but not
others) is the best it’s ever been, so we have nothing to
compare it to. Nothing high-tech, that is. We certainly
do have something non-high-tech to compare comput-
ing to—namely, the long stretch of human life before
computing.

But many technologists treat all of that as if it were
now somehow completely irrelevant. Their implicit as-
sumption is that people—after eons of adaptation to the
physical world—should now completely change their be-
havior to accommodate machines that are based upon
developments five or ten years old. If users want to be-
nefit from the brave new world of cyberspace, they are
expected to pull up stakes, sign onto a wagon train to
the life digital, and wave goodbye to their old lives. The
designers of the new world force technical complexities
upon users, burdening them with the intricacies of
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whatever arbitrary designs pop into their heads and for-
cing them to suppress their natural gifts for functioning
in the real world—the accumulated endowment of a mil-
lion years of evolution.

Becoming “Human Literate”
When Nintendo designed the controller of its Wii game
machine to be swung through the air like a golf club or a
tennis racket, they may have been leaving hard-core
gamers behind, but they were embracing real human be-
ings. We can’t overstate the importance of that lesson.

Like anything else immature, high technology tends
to be amazed by itself and to want to call constant atten-
tion to its own wondrous powers. The powers are won-
drous, but they are also supremely ugly—ugly because
they continue to demand that human beings become
computer literate when, by all that is right and just,
computers should be becoming human literate.

What is technically possible is virtually always at-
tempted sooner rather than later. Thus the early tan-
gible result of new technologies is inevitably chaotic, un-
planned, and often counterproductive—almost by
definition not-by-design. Such times of revolution must
equally inevitably be followed by more deliberate, more
evolutionary periods during which the technologies are
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tamed, the possibilities are explored and sorted out, and
mastery is sought and attained. It is during such periods
that design assumes center stage.

Taming complexity will always increase the size of
markets for the simple reason that frustratingly com-
plicated products are just not salable to a significant
segment of the population. For every early adopter who
prizes the aura of the Next Big Thing and revels in mas-
tering a challenging new interface or platform, a hun-
dred ordinary people4 will give wide berth to digital
products if perceived complexity even slightly exceeds
perceived value.

The Interdisciplinary Dimension
There may still be people in the world who can claim the
title of Renaissance Person, but there are certainly not
enough of them to save us from the deluge of the coming
revolution. The necessary disciplines have become far
too numerous and demanding for us to expect even ex-
ceptionally talented individuals to attain adequate mas-
tery in more than a few. Rather, design today must be
seen as fundamentally and essentially a collaborative
enterprise.
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Consumer Feature Overload
One of MAYA’s earliest commercial design projects
involved the development of a coordinated family of
on-screen displays for the products of a well-known
Pacific Rim manufacturer of televisions and VCRs.
On our first trip to the client’s Asian headquarters, it
was explained to us that while televisions routinely
sustained healthy double-digit profit margins, VCRs
were barely profitable. “What’s the difference?” we
asked. The answer was telling. Our client patiently ex-
plained that it is easy to “upsell” televisions, since
they are differentiated along a number of dimensions
that consumers value, such as screen size, premium
sound, and so on. The market, on the other hand,
views VCRs as utter commodities—the only important
differentiator is price. “But VCRs have many different
features,” we naively observed. “Yes,” explained our
hosts, “but our customers don’t care. They tell us that
they are uninterested in paying for new features until
they figure out how to use the ones they already
have.”

None of this will come as a surprise to anyone—en-
gineer, designer, or business leader—who has ever seri-
ously attempted to create a powerful product or service
with ease of use as a primary goal. Our understanding of
the process has increased dramatically in recent years,
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yet there are few great success stories of brilliant usabil-
ity design in the computer industry. This helps to ex-
plain why the few that exist—Apple products being the
obvious recent example—make worldwide headlines,
and drive new forms of value.

By now, the notion of interdisciplinary design has be-
come commonplace. Interdisciplinary and innovation
are often heard in the same sentence. But sadly these
ideals are more often than not honored in the form of
faddish, cookbook exercises or, worse, as bureaucratic
hoops to be avoided when possible and jumped through
otherwise. Sometimes a group of engin-
eers—mechanical, structural, civil—is called interdiscip-
linary. Perhaps that’s strictly true, but functionally it’s
not much of a stretch. Sometimes the group’s work is
passed sequentially from one specialist to the next—pro-
cedurally, that’s not very inter. So, after the first blush of
enthusiasm, we hear such groups expressing something
less than excitement for their interdisciplinary experi-
ment. Not surprisingly, real interdisciplinary practice is
hard, and the reason is simple: The specialization of
professional fields, while essential to their mastery, mil-
itates against such an overarching vision of design.
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Why Interdisciplinary Collabora-
tion Is Hard

By Pete
Interdisciplinary design doesn’t just happen to be
hard. It is hard by definition. After all, what, exactly,
is a discipline? What it amounts to is some particular
definition of what is important. So, if you are a discip-
linary expert, somebody has sent you to school for
years and years with the express purpose of beating
into your head some particular definition of what’s
important. This, in turn, means that if you bring to-
gether members of different disciplines and assign
them to the same project, you by definition are going
to find yourself with disagreements about what is im-
portant. This, of course, is exactly what you were try-
ing to accomplish, but it is rarely pretty.

We wish that we could report that we at MAYA have
found some miraculous methodological trick for get-
ting around this, but sadly, we have not. All of our
project teams without exception have representatives
from all relevant disciplines, and these designers are
expected to represent their various disciplinary per-
spectives with vigor and force. As a consequence,
design sessions at our offices are often—shall we
say—lively. After almost a quarter-century of trying,
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the best we have been able to do by way of mitigating
this liveliness is this: We hire designers who are not
only experts in their chosen fields, but who value do-
ing great work more than they value winning argu-
ments. We never do quite come to understand why
our cross-disciplinary colleagues insist on obsessing
on the things they do, but we have seen the positive
results of their obsessions often enough that we are
able to suspend disbelief so as to ensure that each dis-
ciplinary perspective gets its due.

Draw What You Mean
A truly interdisciplinary approach to a problem will not
be the most apparently “efficient” one. Further, few
businesses possess the means to build, nurture, and
support interdisciplinary teaming. However, one of the
most effective methods is almost too simple to be taken
seriously—draw what you mean. If you are, say, an in-
teraction designer and you ask, say, an engineer to draw,
rather than tell you, what is in his head, you can decode
the jargon almost instantly. Drawing can serve as the
lingua franca of thinking. You can immediately map
what the engineer has drawn into your own worldview,
you can see how the engineering discipline structures
the problem or solution, you can note what isn’t drawn,
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you can treat the drawing as a communications medium
by adding your own parts to the picture, and most im-
portantly, you can identify critical gaps in your collabor-
ator’s thinking that your discipline can fill in. We often
wonder if a simple metric based on the number of
square feet of drawing surface (in the form of papers
pinned to walls, whiteboards, etc.) in use between dis-
ciplines within an organization would be a reliable in-
dicator of true interdisciplinary teaming, collaboration,
and innovation. Effective teams share images. If a day
goes by where you don’t hear “draw what you mean” at
least a few times within and between teams, it’s likely
that deeper sharing and integration is not happening
either. Our prediction is that on Trillions Mountain
everyone involved in building new experiences, new ser-
vices, new connected things, and new business models
(not just designers but business leaders and even cus-
tomers) will draw as a basic literacy of collaboration
(Figure 5.10).

296/596



Figure 5.10 An interdisciplinary session in action

Only one of the original founders of MAYA, Joe, has a
traditional design background. Pete is a cognitive psy-
chologist who would not be thought of as a designer by
most people. Jim Morris, the third founding partner of
MAYA Design, is a computer scientist who played a role
in the birth of the modern PC at Xerox PARC; he typic-
ally wouldn’t be considered a designer either. But by in-
sisting upon a fusion of traditional design, the human
sciences, and engineering, we have been consistently
able to practice design in a rigorously interconnected
manner.
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When we started MAYA in 1989—one computer sci-
entist, one cognitive psychologist, and one industrial de-
signer, and with yet other disciplines entering the
mix—we set aside time to explicitly break the disciplin-
ary barriers. We tried explaining design concepts in
each other’s languages. We summarized for each other
the classic works of our individual fields. We shared
each other’s reading lists. In short, we committed time
and money to making interdisciplinary collaboration
work. And over the decades of MAYA’s existence, we
have developed other practices and traditions that con-
tinue to contribute to the richness of our process.

The Value of Real Estate
One example of our cultural practice in this regard is
something called MAYA Neighborhoods. Our
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workplaces are arranged, not by disciplines—an engin-
eering section, a marketing section, or a visual design
section—but rather in interdisciplinary groups of six to
eight people. These neighborhoods do not represent
fixed teams that necessarily work together on the same
project. A given client project will most often draw from
a number of neighborhoods. But avoiding clumping
neighbors by discipline has both symbolic and practical
impact. In addition to being a constant reminder of
what we value, maintaining intimate physical proximity
among disciplines leads to uncounted serendipitous
synergies as eavesdropping neighbors chime in with un-
expected contributions of data and ideas. By recognizing
the high price we pay for such real estate, and the high
cognitive and perceptual value we can receive by sharing
it across disciplines, we increase the bandwidth, the
agility, and speed of collaboration (Figure 5.11).
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Figure 5.11 An impromptu meeting in one of MAYA’s
neighborhoods
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People, Things, and Information
By Joe

Though I, like all of us, live and work in a technolo-
gically intensive world, there is something about my

early life5 and interests that attracted me to a more
“craft” view of design. I don’t mean craft as a focus on
the things of craft such as pottery or jewelry, but on
the ways of craft, the essential nature of “making”
and the intense concentration on the properties of
materials, the integrity of joints between parts, and
the subtle trace of the process by which a designed
thing comes into being. And the big payoff is that
things that are designed and made in this craft-con-
scious way provide immense satisfaction, both for the
maker and, more important to this discussion, to the
people who own, use, and live with the designed
thing.

When we began the company, I expected that the
things we designed, the projects we worked on, would
be about equal parts material objects and immaterial
information. Though materiality has always played a
part in our work, it soon became clear that the hard
problems, the interesting problems, the added value
we were positioned to give were all dominantly im-
material or at the intersection between the physical
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and digital world. In spite of the clear understanding
that craft wasn’t just about stuff, I experienced a dis-
sonance between design as I had known it and design
as it was coming to be. The guiding notions of craft,
while not overtly threatened, were certainly under
question—by myself if by no one else. Even though
those notions felt comfortable and natural to me, I
began to be bothered by them. “Am I becoming a
closet Luddite,” I wondered, “just an old fart”?

I’ve come to understand that something entirely dif-
ferent, something unexpected is happening. As the
objects of design become increasingly dematerialized
and share richer connections between people and in-
formation—as we find ourselves designing software
objects, or processes, or experiences—we find
ourselves discovering higher principles and find that,
in part, they are derivatives of principles we learned
and internalized as designers in the traditional mater-
ial world.

The basic human urge to design, to shape one’s envir-
onment in a way that favors desirable outcomes, is
certainly as old as humanity itself. But unlike the oth-
er traditional liberal arts and sciences, design was not
quick to be singled out as a field of study, or what we
would today call a discipline. The earliest conscious
attention to design occurred in the context of build-

ing, or of making or crafting things.6 But even there it
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is subsumed under a focus on the thing being built: a
mason’s structural guidelines for a building, a pot-
ter’s proportions for a storage vessel. During the
European renaissance we begin to see the emergence
of artists, like Leonardo da Vinci, or builders, like Fil-
ippo Brunelleschi, who gained fame for their ability to
generalize and apply design principles across a broad
spectrum of the built environment. Then eventually
in the early twentieth century we see experiments in
formalizing and explicitly teaching design—its prin-
ciples and application—as a professional discipline.

The downside of this coalescing of a discipline with
abstract principles was a very gradual retreat from
the intimate association with making concrete ob-
jects. Soon there was a fascination with design theory
and design methodology, which, though it tried to
stand on its own, got pretty wobbly in the knees when
the act of making was sidelined. Furthermore, as we
began designing dematerialized objects we inevitably
trod on the turf of other arts and sciences. For ex-
ample, in designing a user experience, we draw meth-
ods and principles from the long-established prac-
tices of religion, the theater, tourism, business organ-
ization, and even politics.

We are finally seeing a turn to the aspects of design
that we hold dear: In essence, they are interdisciplin-
ary experiments in making. It isn’t what you could
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call a movement yet, but the most advanced schools
of design and the most successful technology firms
are re-immersing themselves in the challenging but
satisfying discipline of making, and using this experi-
ence as the glue that bonds the interests of people
from across a variety of disciplines. I attribute this to
the leap in scope and interconnectedness that is being
recognized in contemporary design problems com-
bined with the radically lowered costs of prototyping
complex products—and not just the form, but proto-
typing those actions, behaviors, and component rela-
tionships that represent the joint efforts of several
disciplines. Achieving a fleet of fuel-efficient cars re-
quires not only new automotive design, but also a
new fuel supply infrastructure, new legislation, and,
as we’re experiencing presently, a reorganization of
the businesses needed to realize our desires.

Making Things Out of Atoms and Bits

As the circumstances we design for and the materials
we design with become increasingly blended between
the physical and the metaphysical, between space and
cyberspace, it at first seems inevitable that an envir-
onment of making will become harder to achieve and
less important to achieve. Well, perhaps it will be
harder—our cognitive wiring may be less well-suited
for modeling formless information than it is for mak-
ing physical models of material objects—but it is
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definitely not less important. The virtues and flaws of
a material object—a new item of furniture, a new
communication device—are at least partly under-
standable through direct manipulation (does my back
feel well supported, do my fingers find the enter
key?). But immaterial objects usually don’t give us
immediate feedback through sensations such as the
fear of falling or the threat of pain. Instead, the im-
material design reveals its virtues and vices through
the experience of use or through exposure over time.
Only then do we come to realize our sense of confu-
sion, our vulnerability, or our loss of privacy. So we
have rediscovered making; we have made iterative
prototyping, and testing those prototypes, and simu-
lating the intersection of people and information, into
an essential part of our design process for the trillion-
node network.

It is essential that prototyping not be put off until the
conceptual design is complete. Fortunately it is pos-
sible to partially isolate some aspects of a design solu-
tion—the appearance of a graphical user interface
from its behavior, for example, or the development of
back-end capabilities. We call this method parallel
prototyping, and it works marvelously well as long as
the designer remembers two things: that parallel pro-
totyping is iterative with incremental gains in know-
ledge and understanding, and that, eventually,
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parallel prototypes have to give way to a holistic pro-
totype of the entire designed experience (Figure 5.12).

Figure 5.12 Stages in the design process from
sketched prototypes to a production prototype

Does It Fit?

We have acknowledged for a long time that the forms
that objects take are a mirror to the culture—beliefs,
values, technologies, and enterprises—that created
them. Were that not true, the reconstruction of his-
tory through the analysis and understanding of arti-
facts would be impossible. One indicator of good
design is a sense of wholeness or integrity in the ex-
perience. That sense comes with the realization that,
in many ways, the whole experience “fits.” It fits with
the values of the individuals who own it and use it. It
fits with the collective goals of the culture in which it
was made. It adheres to contemporary notions of
beauty. It makes good use of the technology of its
time. And, most importantly, it fits with itself; its
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various parts or aspects are mutually informative; the
whole has integrity.

We have to re-learn this concept and apply it anew to
the things we design in the age of pervasive
computing.

For many years Bob Lepper was a fixture of the in-
dustrial design program at Carnegie Mellon
University—and Carnegie Tech before that. In my
many years there I never actually took a course from
Bob, but everyone there learned from him indirectly.
In the 1960s and 1970s, when industrial design was
working out its present position vis-à-vis other creat-
ive, constructive disciplines, there was a lot of talk—if
not thought—given to defining industrial design, or
design generally. “What is industrial design?” Many
of the definitions grew into convoluted, intractable
pseudo-philosophies. In the midst of these circular
discussions, one of my colleagues passed along Bob
Lepper’s refreshingly simple way of thinking about it:
“If it’s about the relationships of things to things, it’s
engineering; if it’s about the relationships of people to
people, it’s the social sciences; but if it’s about the re-
lationships between people and things, it’s design.”

So when we get into the new area of designing for the
trillion-node network, problems look new in some
ways—mostly in ways having to do with scale or con-
nectedness. But in other ways it’s the same old
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problems and questions: Does the form of the solu-
tion grow naturally out of the materials and processes
of the solution? Is the design sustainable, and are
valuable resources preserved? And mainly, are people
better with or happier having the design at their dis-
posal than they were without it?

Reflecting on the way we built MAYA, there was an
essential understanding of who we are and what we
do, and that each contributes out of his or her own
particular expertise. We draw a three-ring Venn dia-
gram to denote our intersecting disciplines and often
look for people to hire that are at the edges rather
than the centers of those rings. It is a realization of
our corporate concern for the wants and needs of
people. Those wants and needs are multifaceted and
subtle. The engineering tribe, the human (social and
cognitive) sciences tribe, and the visual (product,
graphic, film, brick-and-mortar architecture) design
tribe all sit together, work together, depend on each
other, and rub each other’s corners off, and sharpen
our collective wisdom.

Violent Agreement and the Oppos-
able Mind

I’ve often been asked, “How do you create a culture
that is actually conducive to innovation?” While that
topic deserves a book in its own right, there is one
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aspect that I believe deserves particular attention at
the dawn of the pervasive computing era. You have to
begin by recognizing that different views of reality
can be simultaneously valid and must be allowed to
jostle each other and intersect. This is not something
that happens once a year at a corporate retreat. That
doesn’t create a culture. It’s something that needs to
happen every day, backed up by the unyielding re-
solve to believe in the process and stick to it.

F. Scott Fitzgerald said, “The test of a first-rate intelli-
gence is the ability to hold two opposed ideas in the
mind at the same time, and still retain the ability to
function.” Roger Martin, dean of the Rotman School
of Business, has noted the same quality in great lead-
ers. He called this sort of ability the Opposable Mind
and noted that just as humans evolved to have an
ability to grasp things more dynamically with oppos-
able thumbs, some people have evolved the ability to
grasp new ideas with opposable minds.

When it comes to collaboration, it would be hard to
do better than Star Trek’s Vulcan method of sharing
thoughts. So you might think of this theory applied to
teams as the Opposable Mind-Meld. Having a team
prosper under this sort of relentless pressure is hard,
and it never gets easier. Practitioners often gravitate
toward a given field of study in the first place because
they have a very specific cognitive style and
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perspective. You can imagine—and may have even ex-
perienced—an example of a time in which two strong-
willed innovators are at each other’s throats. They en-
code and process and present information differently.
But what you discover when you work at this form of
collaboration is that those supposedly great differ-
ences are actually superficial. If the group acknow-
ledges that interdisciplinary collaboration is just go-
ing to be hard, they almost always find their way to a
deep, fundamental agreement that has been masked
by different languages and descriptions. Once they
get past that, their underlying concepts are compat-
ible and often mutually enhancing. They find they can
combine their ideas to make a deeper, rounder, and
more enduring worldview. It’s a phenomenon we’ve
seen time and again, but it demands an investment.
Interdisciplinary teams will argue about something
for hours, days, or even weeks, and then suddenly one
of the team members will say, “That’s what you
meant? Of course I agree with that!” We think of this
as “having a violent agreement.” Analogues to such
moments are also found in the actions of great lead-
ers, whose actions usually lead, not to the dismissal of
one view or another but the discovery of a third way.

The most important (and perhaps least obvious) be-
nefit of this cathartic process is that those seemingly
impossible meetings of the minds very often produce
unique and unexpected value for customers.
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When smart people from different disciplines hang
around with each other, share ideas, teach each other,
and solve problems together, it exercises collaborative
muscles and creates a professional context that you
learn, over time, to trust—because it works. A rigor-
ously interdisciplinary setting gives people the poten-
tial to detect valuable patterns that more vertically
oriented teams might not see. One reason is simply
that they experience and learn to appreciate many
points of view and are thereby exposed to many more
samples of reality. This form of pattern recognition
will become increasingly important as the amount of
noise in the world increases exponentially.

The Future Is Already Here
William Gibson—our cyberspace prognosticator from
Chapter 2—once quipped, “The future is already here,
it’s just unevenly distributed.” No one understood this
better than Raymond Loewy. He loved to tell the story of
redesigning the Sears Roebuck Coldspot refrigerator.

For this assignment, he ended up using a new materi-
al for the shelving—sheets of perforated aluminum—that
he had discovered in a previous project involving the
design of an automotive grille. It would never have oc-
curred to anyone inside the refrigerator industry to use
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that particular material for shelves. No one in refrigera-
tion was aware it existed. But it had precisely the right
combination of light weight, durability, good looks, and
resistance to corrosion and rust. The perforated alumin-
um shelves became a marketplace differentiator and a
selling point for the new Coldspot design. The product
sold nearly five times as many units as its predecessor.

Nothing could have made Loewy happier. He was
famous for insisting that his work be not only elegant
and innovative, but also attractive to consumers and
commercially viable. The purveyors of locomotives,
automobiles, refrigerators, and vacuum cleaners needed
him, but he needed them too, and he worked for them
with affection and respect. Some of his more theoretical
(and briefly more famous) counterparts eventually went
out of business by conceiving futuristic designs that
couldn’t be built, but Loewy’s firm prospered for many
decades thanks to his insistence upon measuring his
own success by the success of his clients in the market-
place. If a Loewy design failed to inspire consumers to
buy, he had failed. In many particulars, the design in-
dustry has left Loewy behind, but in terms of basic goals
and motivations, the underlying patterns remain. The
designers who will really matter in the age of Trillions
are the ones who figure out how to apply Loewy’s com-
mercial sensibilities in the context of a thoroughly
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decentralized world—a world in which commercial
transactions will be absurdly numerous and yet seem-
ingly just out of reach.

1 In 1996, Robert F. Curl, Jr., Sir Harold W. Koto,
and Richard E. Smalley were awarded the Nobel Pr-
ize in Chemistry for their discovery of buckyballs in
1985.

2 In 1959 Cary Grant famously fell in love with a fe-
male industrial designer while traveling North by
Northwest in an inspired bit of scriptwriting meant
to hint at a certain élan and untapped
resourcefulness.

3 In fairness to those owners, it is probably less ac-
curate to say that they couldn’t figure it out than that
they found it just too ridiculously complicated to be
worth the trouble.

4 Let us be clear here: The segment of the population
in question does not comprise the “dumb”
ones—people too slow to cope with innovation. Quite
the opposite, these are the people smart enough not
to waste their precious time with tasks that insult
their intelligence.
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5 I was born before electronic television was first
demonstrated at the New York World’s Fair and,
while we did have telephones and airplanes, the first
telephone I used was one where you picked up the
receiver and waited for the operator to say,
“Number, please,” and I remember the day during
World War II when my Uncle Frank showed me the
first picture I ever saw of an airplane without a pro-
peller! He said it was called a “jet.”

6 The earliest reference to a specific designer that
I’ve found is in the Bible, Exodus 31: 1–5. After God
has given Moses the specifications for the tabernacle
in the wilderness, He says “I have called Bezalel …
and I have filled him with divine spirit, with ability,
intelligence and knowledge in every kind of craft, to
devise artistic ‘DESIGNS’…” in order to make all that
He had commanded.”
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INTERLUDE

Yesterday, Today, To-
morrow: Data Storage

Like the foundations of a building, data storage techno-
logies have little glamour. Yet, they are the base upon
which the edifice of modern computing is built. One of
the major theses of this book is that many otherwise ob-
vious innovations have been rendered impossible due to
inadequate data storage architectures. It is worth a
closer look at the evolution of these architectures.

YESTERDAY
We have long since come to think of computers as con-
tainers for information, so it is a bit surprising to note
that an entire generation of commercially viable



computers operated with essentially no persistent stor-
age at all. Typical of this era was the IBM 1401 (see Fig-
ure I2.1). Introduced in 1959, and sold through the early
1970s, this extremely successful low-end machine
brought electronic data processing within reach of thou-
sands of small businesses. And yet, it had no disk drive
or other digital storage of any kind. Each power cycle
was essentially a “factory reset.”

Figure I2.1 IBM 1401 computer circa 1961
Source: Ballistic Research Laboratories, Aberdeen Proving
Ground, Maryland
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How was such a device useful? The key was a com-
plete reliance on external storage, typically punched
cards. Bootstrapping the 1401 involved placing a deck of
cards into a bin and pressing a button labeled LOAD.
Each of the 80 columns of punches on each card was in-
terpreted as a character of data and copied into main
memory and then executed. What happened then was
completely dependent on the particular deck of cards
that one had chosen. Thus, for example, a programmer
might type (on a “keypunch machine”) a program in the
Fortran programming language and stack it behind a
pre-punched deck containing the Fortran compiler. Fin-
ally, additional cards containing the data to be pro-
cessed would be appended to the end of the deck, which
would then be fed into the card reader. When the user
hit LOAD, the cards would be read and, if all went well,
a few seconds later the massive, noisy 1403 line printer
would cheerfully spew out the desired results. Then, the
user would step aside, and the next programmer in line
would repeat the operation with his or her own deck.1

Even larger machines that did have mass-storage ten-
ded to use it only for supervisory purposes, and this gen-
eral pattern of external storage for user data persisted
well into the time-sharing era. A well-equipped college
campus of the 1970s, for example, had “satellite” com-
puting stations consisting of a row or two of keypunch
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machines, a card reader, and a line printer, connected to
the campus mainframe via telephone wires. Except for
the fact that the Fortran compiler was probably stored
centrally rather than in cards, the user experience at
these self-service stations was practically unchanged
from that of the 1401 days.

During the 1970s and 1980s, this usage pattern was
slowly supplanted by timesharing systems, in which the
satellite card readers/printers were replaced by “robot
typewriters” (and later, CRT terminals) with which users
“talked” to the mainframe using arcane “command line”
languages. Since such devices had no card readers, this
mode of interaction required the development of “file
systems:” conventions for persistently storing and edit-
ing what amounted to images of card decks on remote
disk drives. This card image model of storage was, at
first, taken quite literally, with editors limiting each line
of text to the same 80 columns of data found on punch
cards.2 Often, the storage of binary (i.e., non-human-
readable) data was difficult or impossible.

Dealing with this deficiency was key to the develop-
ment of early online interactive systems, most notably
the SABRE airline reservation system. Such systems
were barely feasible given the hardware of the era, and
so required a great deal of exotic optimization. As a res-
ult, their storage systems tended to be different animals
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from the largely textual file systems familiar to time-
sharing users. Such efforts took a big step forward with
the development of what came to be known as the Rela-
tional Model—the first mathematically rigorous ap-
proach to data storage. Relational databases promised
(and eventually delivered) a dramatic increase in stor-
age efficiency, one that was badly needed given the im-
poverished hardware of the day.

Such efficiency, however, was purchased at a great
cost: The “relations” after which the approach was
named are in fact large tables of identically formatted
data items. This works very well when we are dealing
with “records” of many identical transactions (such as
airline ticket sales) whose structures are fully specified
in advance and rarely change, and that are under the
control of a single agency. It is not so good if the struc-
ture of the data changes frequently or if we want to
routinely pass around individual records from machine
to machine and from user to user as one might in a per-
vasive computing environment. But such requirements
were not even on the radar, so all was well.

As mainframes gave way to minicomputers and then
to personal computers, the relationship between users
and their data evolved as well. Instead of files being a re-
mote abstraction kept on the user’s behalf on some re-
mote machine, they became more tangible and
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local—more like personal property. One kept them first
on floppy disks, and then on hard drives backed up by
floppy disks. This is how we came to think of data as be-
ing in the PC. Gradually, “computing” started to seem
incidental. Essentially, PCs came to be seen as contain-
ers for data: a place to keep my stuff (where “stuff” first
meant words, but quickly evolved to include pictures,
games, music, and movies). This is where things stood
at the dawn of the consumer Internet.

TODAY
Given the above trajectory, one might have expected
that adding the Internet to the mix would have had a
predictable result: Users’ stuff would begin to flow from
machine to machine in the form of files. Services would
emerge permitting users to find things on each other’s
disks. File systems would become distributed (i.e., they
would span many machines). The boundaries among
machines would start to blur. Cyberspace would come
into focus.

In the event, of course, nothing of the sort happened.
Despite a number of large-scale efforts in that direc-
tion—most notably CMU’s Andrew Project (headed by
MAYA co-founder Jim Morris)—no such public
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information space has emerged. It has long since be-
come technically easy to move files from machine to ma-
chine (e.g., via e-mail attachments), but such transac-
tions, while not uncommon, are peripheral to the work-
ings of the Net, not central to it.

There are a number of reasons for this, but perhaps
the most basic one has to do with the management of
the identity of information. Strange to say, neither file
systems nor database architectures have seriously
grappled with this fundamental issue. In the system we
have built, our ability to keep different pieces of inform-
ation straight is dependent on the walls provided by ma-
chine boundaries. If we took down those walls, we
would have chaos. To see why this is true, imagine if
even two computers in your office had their disks
merged. Even ignoring privacy and security issues, the
experiment would likely produce disaster. Surely there
would be instances where the same names were used for
different files and folders. What if older and newer ver-
sions of the “same” file found themselves on the same
disk? Worse, what if versions had diverged? Which one
should prevail? And the situation would be no better if
we attempted to merge “records” from relational data-
bases. The identity of each row (its so-called primary
key) is only unique within a given table. Unless we move
the entire table (which is likely to be immense) and then
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carefully keep it separate from other such tables, chaos
will ensue.

It is not that these problems are overly difficult. It is
just that they are unaddressed. The industry has found
it more convenient to keep the walls and instead to en-
courage users to stop thinking of their computers as
data containers and to return to what amounts to the
timesharing model of data storage—cunningly renamed
The Cloud. And this has happened at a time in which the
cost of local disk storage has become almost ludicrously
cheap.

TOMORROW
However much the industry may prefer centralized data
storage, such models make little long-term sense and
certainly will wane. Nonetheless, the move to network-
based storage will likely be successful at driving the last
nails into the coffin of the file system as a storage model.
What will happen instead, while clear, is a bit difficult to
describe.

We are about to witness the emergence of a single
public information space. This space does not yet have a
name. As we mentioned in Chapter 3, we at MAYA call it
GRIS, for “Grand Repository In the Sky.” In articulating
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what GRIS is, it is helpful to first list some things that it
isn’t. It isn’t a network of public computers. In this vis-
ion, the computers remain in private hands. It isn’t the
Internet. The Internet is “public” in the same sense that
GRIS is, but the Internet is a public communications
utility. It is made of wires, fiber optic cables, and
switches. GRIS is made entirely of data. It isn’t a collec-
tion of “free” (in the sense of “without cost”) data. Much
of it will be without cost and available to all—just like
the web. But, also like the web, much information will
be private and/or available only at a price. Finally, it
isn’t a huge database or data storage service that gathers
together all the world’s information.

Rather, GRIS is a massively replicated, distributed
ocean of information objects, brought into existence by
shared agreement on a few simple (very simple) conven-
tions for identifying, storing, and sharing small “boxes”
of data, and by a consensual, peer-to-peer scheme by
which users—institutional and individual—agree to
store and share whichever subset of these boxes they
find useful—as well as others that just happen to come
their way. Popular “boxes” will tend to be replicated in
especially large numbers and thus be readily available
almost instantly when needed. Obscure and little-used
items, in contrast, might take some time and effort to
track down. But, as long as there is any interest at
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all—even if only by archivists or hobbyists—the chances
of any given bit of information being lost forever can be
arranged to be arbitrarily small.

Once this system is in place, the idea of putting data
in particular devices (be they removable media, disk
drives, or distant pseudo-“cloud” server farms) will rap-
idly begin to fade. Taking its place will be something
new in the world: definite “things” without definite loca-
tions. Because of this newness, we don’t yet quite know
how to talk about such things. These things will be quite
real and distinct, but they will not depend on spatial loc-
ality for this distinctness. Asking where they “are” will
be like asking where Moby-Dick is. They will be every-
where and nowhere—existing all around us in
something that properly deserves the metaphor of
cloud. “Tangible” isn’t quite the right word to describe
them, yet we will rapidly come to take for granted the
ability to pull them out of GRIS on-demand, using any
computing device that may be handy to give them tan-
gible form and human meaning.

Most importantly, all of this will come without the
need to cede control of our data (and thus our privacy)
to any central authority, either corporate or govern-
mental. We will no longer have to trade control of our
own information in order to benefit from the magic of
the Net. We will, finally, have a true Information
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Commons, part of the human commonweal and free to
all. The stage will be fully set for the emergence of a true
cyberspace. The real Internet revolution will have
begun.

1 In MAYA’s offices, we maintain a little museum
dedicated to the history of technology, design, and
culture. Among its holdings is a card deck that, if fed
into a 1401, will churn out a staccato rendition of
“Anchors Aweigh” on the line printer. Assuming that
there are no remaining operational 1401s in the
world, it is an interesting philosophical question
whether that deck still counts as a representation of
“Anchors Aweigh.”

2 Indeed, the aforementioned “glass teletype” CRT
terminals almost universally were designed to dis-
play 24 lines of 80 characters each. Old habits die
hard.

325/596



CHAPTER 6

Design Science on Tril-
lions Mountain

We are as gods, we might as well get good at it.

—WHOLE EARTH CATALOG
If we are going to play god by creating an ecology of tril-
lions of information devices, the first requirement is not
hubris, but humility. Ecosystems are big complex
things, and the ones we’re familiar with have had mil-
lions of years in which to achieve the refinement that we
see today. It is vitally important that we take our first
steps into pervasive computing carefully and correctly
because the processes we set in motion now will have
huge implications later. The stakes are high. If pervasive
computing arrives without adequate principles in place
to guide it, it will quickly result in incoherent, unman-
ageable, malignant complexity, which is another way of



saying “not much will actually happen that is good and
some very bad things may happen as well.” Among other
important things, the viability of vast new markets is at
stake. If, on the other hand, its development is guided
by principled design science, technology and informa-
tion will coalesce into a coherent, evolutionary, organic
whole—a working information model of and for the
world.

The foundations of this design science are largely in
place. They come from a merging of the study of ecolo-
gical patterns in Nature; from the long and evolved
practices of the design professions; from the traditional
sciences; and from a commitment to the search for un-
derlying Architecture to provide structure. Yet the evol-
ution of the discipline is not complete.

BEYOND DESIGN
THINKING TO DESIGN

SCIENCE
Design thinking is an au courant term used by business
schools and corporations as some sort of Next Big Th-
ing. Like most Next Big Things, it will most likely
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become an old obvious thing as soon as the next Next
Big Thing comes along. In its present form, the methods
and practices of design thinking are a far cry from those
of the rigorous and well-defined methodologies of lean
manufacturing and process engineering to which it is
sometimes compared. It is more like a good marketing
campaign to raise awareness of what designers have
been working toward for some time, with the added in-
sight that design shouldn’t just be left to professional
designers.

Facing the levels of complexity and dynamism toward
which we are headed, intuitive, seat-of-the-pants ap-
proaches to design will no longer do. A genuine design
science—along the lines of what Buckminster Fuller had
in mind—will need to be put into practice. Fuller called
his approach Comprehensive Anticipatory Design
Science. And in typical Fuller form, each word is
important:

Comprehensive means making sure that we are
looking at the whole problem. Stepping back and
seeing how all the elements interact. Thinking
about the entire system, rather than some local is-
sue. Fuller teaches us that if you understand the
whole and also some of the parts, you will be able
to infer more of the parts.
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Anticipatory is about thinking forward in time so
that we not only try to solve today’s problem, but
also solve for what happens tomorrow and the day
after—future-proofing the solution so that it can
resiliently continue to work as the world evolves.

Design is, as Herb Simon once said, about “[devis-
ing] courses of action aimed at changing existing
situations into preferred ones.” In other words, it
is the systematic attempt to affect the future.

Science is about rigor, process, and repeatability.
It involves interrogating Nature to discover her re-
liable laws. It produces a set of predictions that are
subject to disproof, and can be used as inputs to
generative processes for creating novel solutions.
Put your trust in principles deriving from public,
repeatable experiments, not clever ideas, opinions,
or other flavors of superstition.

The natural sciences—physics, biology, chemistry,
and astronomy—deal with what is. Design science deals
with what might be. Its domain is human artifice in all
its forms, the artificial world rather than the natural
world.

This kind of science involves a systematic process of
inquiry and exposition about all things made by human
hands, a process that embraces the full range of human
modes of thought—rational, intuitive, emotional,
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methodical—just as in the natural sciences. It implies
the belief that there are objective design principles out
there waiting to be discovered—analogous to the laws of
physics. For some people, the term design science may
evoke the image of a process in which the cultural, hu-
manistic, and aesthetic components are stripped out un-
til there is nothing left but sterile mechanism, devoid of
human life and passion. Such thinking is wrong for two
reasons. First, measuring something does not kill it. In
coming to understand the structure and function of
plants, the botanist need not lose sight of the beauty of
flowers or the wonder of their relationships with the rest
of the living world. Quite the opposite—the deeper the
understanding, the greater the wonder. Similarly, our
ability to precisely describe the process of creating arti-
facts is a token of our deepening understanding and ap-
preciation of those processes. Second, in every science
our knowledge is imperfect and limited. This is true
even in the most mature of physical sciences. It is most
certainly true in design science. As we apply science to
the process of building, we inevitably reach the limits of
what we know to be correct—often sooner than we
would hope. At this point, the intuitions of the experi-
enced practitioner, the passions of the artist, and the
simple joy of creative desire find ample room to play
their part. Human needs and desires defy simple
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classification, and no matter how rationalized it is,
design is always for and about people.

Design science rejects a purely relativist view of tradi-
tional design thinking. In design science we avoid no-
tions such as “liking” a design for personal or superfi-
cially stylistic reasons. There will always be a variety of
good designs—some better than others; bounded ration-
ality and the sheer diversity of problem situations suf-
fice to ensure that. But there are also wrong designs. It’s
not just a matter of preference. Nor is it to claim that
only mechanical experiments or design methods are val-
id ways of arriving at the right design. Intuitive methods
have a place in all areas of science. But it is to say that,
given a proper statement of goals and a sufficiently
broad and careful consideration of the entire situ-
ation—technical, human, and market—it is possible to
establish principled, professional, systematic techniques
that rationally select some designs over others.

Not all design choices are objective—even in prin-
ciple. One should consider the design process as one of
using up degrees of freedom. At every stage of the pro-
cess, one makes choices that embrace certain options
and close off others. When one decides to commit to a
new project for building, say, a refrigerator, one closes
off the option of having the project be about washing
machines. Deciding that the refrigerator will be propane
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powered ensures that it will be suitable for certain mar-
kets (say, recreational vehicles) but not others, and so
on. Each such decision reduces one’s options. A design
scientist will seek, at each step of the way to provide
principled, scientific answers to these questions
whenever possible. However, rarely if ever will scientific
methods alone fill in all the details of the territory.
There are almost always degrees of freedom remaining
after all objective criteria have been satisfied. There is
room to spend these final degrees of freedom on the
pursuit of novelty, pure aesthetics, and other aspects of
the design team’s artistic and creative impulses. Science
and rationality should always come first, but they rarely
have the last word.
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The Whole, Messy, Hairy Problem
By Joe

Design science, unlike the reductionist traditional sci-
ences, is prepared to look holistically at complex and
highly interconnected problems. Indeed, without this
view it would be a very long road, strewn with errors
and false starts, toward anything like an ecology of in-
formation devices.

Workscape, an early MAYA project for Digital Equip-
ment Corporation, was a fresh reconsideration of the
paperless office concept. In order to have any chance
of plowing new ground, we knew we would have to
base the problem definition and subsequent design
recommendations on something more than personal
or local assumptions about what real people would
want and need to work productively and comfortably
when paper documents were no longer a part of the
business scene. It was not a question of duplicating,
digitally, the bits of paper that flow through an office,
but of understanding the multiple purposes that
those bits played in the lives of those who worked
with them—tokens of information, location, comfort,
authority, personal security, and so on.

Our approach was a multipronged and simultaneous
application of field research, user studies, and digital
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prototypes. We had come to realize that we needed to
understand the long-term ecology of our system—the
interactions and dependencies among the people, the
places, the papers, and the information they held. So
during the project we turned all of MAYA into a
mock-paperless office. We printed uniquely bar-
coded cover sheets with check boxes for various op-
tions. We provided “scan” outboxes for each desk. If
you wanted a paper document to appear in cyber-
space, you attached a cover sheet, checked some
boxes, and a short time later it would appear on the
digital “part” of your desk. This was done not by some
sophisticated robotic document-scanning system, but
by tasking certain team members to roam the offices
every hour, on the hour, collecting and scanning any
and all documents that an office worker might place
in that magic scan bin. They were to be the bridge
between the papered and digital worlds. It was a
simple, accessible, affordable way to simulate and test

something we couldn’t build for real at that stage.1

The goal was to understand the whole ecology of
people, places, documents, and information, and to
model it early, before degrees of freedom had been
used up in designing individual pieces of the system.

I cannot prove it, but I am utterly convinced that we
could not have built this system—certainly not in the
time we built it—if we had started with any one
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requirement and proceeded linearly toward an indis-
tinct dream on the horizon. Making—through iterat-
ive, frequent, parallel prototyping—is a design meth-
od that turns indistinct dreams into tangible goals in
record time. As a result of this project, MAYA was
granted 11 patents, all of which were assigned to our
client and created something that researchers at Xer-
ox PARC, Intel, and Microsoft all cited as the first ex-
ample of a three-dimensional layout of documents
under user control. Our work was foundational
enough that when Apple was recently required to de-
fend its “Cover Flow” and “Time Machine” capabilit-
ies against an intellectual property suit, they asked us
to serve as expert witnesses—explaining our prior art
to the court.

MAKE THE RIGHT THING
The Crystal Palace exhibition of 1851 exposed the hu-
man weakness for celebrating what can be done with
technology, with little thought about what should be
done. We need to remind ourselves that even though we
may have some prowess in making things right, we
need to put equal emphasis on making the right things.
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What goals, processes, and guidelines will lead us to
the right things—made right? At this point in the book,
readers may already have formed some answers of their
own. If we’ve been convincing, those answers will have
drawn on the history of designing, the pervasive effects
of technological revolutions, the inevitable and expo-
nential proliferation of digital devices, and personal ex-
perience with information products, for better and for
worse. We’ve argued that whether the reader’s self-
definition is as a “scientist” or not, there is reason to be-
lieve that scientific thinking, as embodied in the concept
of design science, is a viable way to manage complex
problems and generate solutions—products, environ-
ments, messages, systems—that are conducive to a good
society in a deeply technological era.

A thorough and detailed description of how to design
on Trillions Mountain is beyond the scope of any one
book. Indeed, some of the design problems are yet to be
discovered. We can, however, describe some qualities of
design in a connected world. These descriptions em-
phasize process over product, and the evolution of pro-
cess over the repetition of process. Through considera-
tion of the process, qualities of the practice can be dis-
cerned. Design on Trillions Mountain will incorporate:

• Deeply interdisciplinary methods
• Focusing on humans
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• Interaction physics
• Information-centric interaction design
• Computation in Context

Deeply Interdisciplinary Methods
We have already discussed the necessity of building
bridges between disciplines in order to solve complex
problems that reach simultaneously into the social,
technological, physiological, and ethical dimensions of
human life.

We have also acknowledged the inherent difficulty of
interdisciplinary practice—the way it misaligns with the
specialization and the narrow focus of traditional pro-
fessional training. Indeed, this misalignment is one that
contrasts design science with respect to traditional
science.
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Action at the Interstices
By Pete

I like to visualize all human knowledge as a giant jig-
saw puzzle, where each academic discipline is a
puzzle piece. In some sense, there is only one picture,
and the cuts that we made to form the puzzle pieces
are artificial and arbitrary. The place where biophys-
ics ends and biology begins, for example, is simply a
matter of definition. Although they may be arbitrary,
the puzzle pieces do matter. They matter a lot. Among
other things, they determine whom we go to school
with, what courses we take there, what professional
societies we join, and what journals we read. Most
importantly, they determine who tends to judge the
merit of our ideas. How these harsh facts affect the
behavior of practitioners depends critically upon how
talented they are. Specifically, those of average talent
tend to huddle toward the center of their particular
disciplinary piece. That is where they will find safety
in numbers among many others who share the as-
sumptions and values that they have all been taught.
But this is not how the superstars behave. Rather,
they migrate toward the very edges of their disciplin-
ary puzzle piece. Why? Because they know that by do-
ing so they will encounter other bold thinkers like
themselves, exploring the unknown territory at the
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edges of other disciplines. So, the interstices between
disciplines are always where the action is. It is where
the best practitioners go to invent the future.

Interdisciplinary practice on Trillions Mountain will
have to be deeply interdisciplinary. It will not be enough
to occasionally bring separate specialists together for an
interdisciplinary interlude. Depth isn’t achieved by
sprinkling on interdisciplinary fairy dust. It requires a
thorough transformation of professional practice. And it
will continue to require this transformation until our
education systems find a way to integrate the general-
ized with the specialized in the core curriculum.

We will see a broad spectrum of professionals work-
ing together—not three varieties of engineers, or just
2-D and 3-D designers. We are already seeing this trend
in companies that propel innovation. Their staffs in-
clude, yes, different flavors of designers and engineers,
but also psychologists, anthropologists, sociologists, and
game developers. And we should expect to see histori-
ans, biologists, economists, filmmakers, and more. It
might be better to imagine a professional environment
that maintains contact with not only narrow disciplinary
organizations, but also mash-up organizations dedicated
to cross-linking.
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The Nature of Engineers
By Jeff Senn

“It is a very nice interface, but it cannot be built.”
We’ve heard these words (or variations on them)
many times from our clients or their engineering
partners. It’s not surprising. I’m sure they have often
dealt with designers hired to jazz up a product, who
provide sketches that are like concept cars: shiny and
desirable, but technically impossible or commercially
crazy.

The relationship between product engineers and de-
signers (especially consultant designers) has always
been rocky. It is in the nature of engineers to say,
“No, it can’t be done,” until it is perfectly obvious to
them that it can be. Engineers are the gatekeepers of
technical sanity; if they didn’t have this attitude,
they’d be at constant risk of being led down a garden
path of crazy ideas.

At Digital Equipment Corporation they told us that
one thing or another about Workscape “couldn’t be
done,” and defending the feasibility of our designs
was a constant chore. We knew it could be done: We
had a prototype of more than a hundred thousand
lines of code that implemented a whole new way to
render graphics, was based on a brand-new database
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architecture, and had a multitasking scripting lan-
guage built in. This is not to say that anyone should
ever have shipped a product based on that prototype
code. We did not build it to be maintainable; we built
it to prove a point—and not just a visual point, but
also an architectural point about the operation of all
of the internals.

And by “we” I mean a team of engineers, psycholo-
gists, and visual designers arguing and fighting for
what they believed in and coming to difficult com-
promises—and in the process learning to trust each
other. But, at the end of the day it wasn’t our passions
or our debating skills or even the trust that won the
day—it was those 100,000 lines of code. They
worked, and users loved what they did. We did our
homework, and the results spoke for themselves.

I recall another occasion in the early 1990s, at the end
of a presentation to a major Asian electronics manu-
facturer. We had completed an on-screen menu
design for their new low-end TVs. The American mar-
keting division (who had hired us) was thrilled. We
had delivered exactly what they wanted: a user inter-
face that would break open the U.S. market for their
competitively priced televisions. The Asian engineer-
ing team stood up and said, “A very nice interface.
But it cannot be built.”
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I knew it could. The inexpensive chip they had chosen
for the on-screen display functions was new. They
had chosen it for price (the TV business being ex-
tremely sensitive to margins), but they didn’t fully
understand everything that this new chip could do.
But I had called one of the chip’s designers to verify
some of its less well-documented features. As a result,
I knew quite a bit more about this chip than did our
client’s engineering team. And then I worked care-
fully with our team’s visual designer and interaction
designer to give them all the creative latitude that this
new chip would support. In the end, we were able to
defend each and every detail of our prototype, and it
was implemented exactly as designed, down to the
last pixel.

This dialectic is key. The magic is found in those diffi-
cult conversations that bridge the gaps among discip-
lines. Many of the innovations for that breakthrough
product were performed by visual designers who
played with fonts in a way that looked impossible if
you only followed the engineering documentation.

Jeff Senn is the Chief Technology Officer of MAYA Design.
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Focusing on Humans
If we are going to design for Trillions in a way that is
human-literate, rather than forcing people to become
ever more computer-literate, we need to keep the hu-
man at the center of the process. We need a vision of
how we will come to understand not just people and
their needs and desires, but also how they will be af-
fected by the myriad devices that will become intimate
parts of their everyday lives. While laboratory user stud-
ies are standard practice in the current paradigm, Tril-
lions will force us out of the laboratory and into the
field. As the information itself takes center stage and the
devices that mediate the information recede into the
woodwork (sometimes literally), the user experience
ceases to be a direct consequence of the design of indi-
vidual devices. Instead, it becomes an emergent prop-
erty—a complex interaction that is difficult to measure
and even more difficult to design. Studying one product
in isolation, unconnected from its “social life,” will no
longer suffice.

To add to the challenge, the range of potential
products that have become technically feasible is be-
coming nearly boundless. Instead of being limited by the
properties of materials and the realities of manufactur-
ing, we increasingly find ourselves in a position in which
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we have the technical means to produce pretty much
anything we can imagine. And, in the words of Han
Solo, we can imagine a lot. Sizing up the market to de-
cide where to invest one’s efforts and capital has always
been a core challenge of business, even when the range
of possibilities was severely bounded. Now that so many
of the bounds have been lifted, the challenge is that
much greater. Remember the stuff in the Crystal Palace?

Both of these new challenges—designing for an emer-
gent user experience, and identifying promising oppor-
tunities in an increasingly unbounded and unstructured
space of possibilities—are challenges that are not likely
to be successfully met by seat-of-the-pants methods.
Fortunately, the range of systematic methodologies
available to design professionals has kept pace with the
need.

The word systematic in the previous sentence may
raise red flags with readers from a certain background.
In many industries, there is a regrettable tradition of
treating usability and market research issues as simple
matters of process engineering, in the same category as
ISO-9000 certification or stage-gate model manage-
ment techniques. Treated in this way, usability issues
tend to be viewed by engineering and marketing teams
not as the essential processes that they are, but as just so
many bureaucratic obstacles to be avoided on the way to
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the market. Worse, the mechanical application of cook-
book processes to this class of problem (often in the
form of so-called “voice of the customer” methodolo-
gies) tends to lead to what amounts to games of Twenty
Questions between engineers and users. Such tech-
niques may have had some efficacy in a simpler age, but
given the complexities we now face, executing such
methods effectively is generally prohibitively time con-
suming and expensive.

Not surprisingly, the free-thinking, agile world of the
tech industries has not in general succumbed to this
particular trap. Unfortunately, they have often erred in
the opposite direction. The mantra in Silicon Valley has
long been ship early, ship often. Agile manufacturing
techniques, “extreme programming” methodologies, in-
stant customer feedback via social networks, and free
design advice from an army of bloggers conspire to
make the temptation to use paying customers as beta
testers nearly irresistible. This can be good, and it can
be bad. If “ship early, ship often” is interpreted as the
willingness to expose not-quite-feature-complete but
well-tested products to the healthy pressures of real
users, everybody wins. But if it is used as an excuse for
shipping half-baked, flaky products; using your custom-
ers as unpaid quality-assurance staff—and counting on
ever-lowering expectations of quality in a slipshod
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marketplace numbed by crashing TVs and bug-filled
software—it is another matter entirely.

Even more dubious is the expectation that such run-
it-up-the-flagpole techniques will lead to true innova-
tion. We have already spoken about the conservative
nature of the wisdom of crowds. For all its efficiencies,
market forces always produce local hill climbing. They
will very effectively determine the relative merits of
BlackBerry versus Palm smartphones. But they will nev-
er lead us to the iPhone.
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The Goldilocks Principle: Make
Unbearable Products Just Right

By David Bishop
MAYA’s Goldilocks Principle: Optimal product usab-
ility is achieved when the amount of complexity re-
quired for operation—neither too much nor too
little—enhances rather than impedes the user’s exper-
ience. I’ve seen products of all kinds, from software to
sailboats, suffer from feature creep: the tendency of
systems to have features added but never removed.
Feature creep can get so bad that the overabundance
of features, especially those that are rarely used, ob-
structs users as they try to perform routine tasks.
How can the complexity of such products be tamed
without reducing their utility? Antoine de Saint-
Exupéry suggested this way: “A designer knows he
has achieved perfection not when there is nothing left
to add, but when there is nothing left to take away.”

Excising features can sometimes help. It is not un-
common to pursue simplicity to the extreme, lopping
off features to the point of impotence. But in mature
products, complexity is often part of the value pro-
position, providing a high level of utility through the
inclusion of many controls, adjustments, and func-
tions. Consider the International 420 racing sailboat,
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with its many lines, blocks, and cleats necessary to
control the shape of the sail. Now, for comparison,
look at the sail configuration, called a transition rig,
invented by Richard Dryden (Figure 6.1).

Figure 6.1 Shifting complexity: the International
420 and the Transition Rig

The transition rig has a designed-in variable geo-
metry that adjusts to changing wind conditions. Of
course, so does the rig of the 420, but it requires a lot
of pulling on several control lines (a halyard, a vang, a
cunningham, an outhaul, and a downhaul, at least) to
achieve the same effect. Although sailing with the
transition rig is a more straightforward experience,
manufacturing it is not. It requires a rotating base
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and several joints constructed from carbon fiber and
stainless steel.

What’s happened here is that the complexity didn’t
disappear. It shifted. Larry Tesler’s Law of Conserva-
tion of Complexity states, “You cannot reduce the
complexity of a given task beyond a certain point.
Once you’ve reached that point, you can only shift the
burden around.” With the transition rig, complexity
has moved from the sailors using the product to the
manufacturers making the product. In many cases,
this is a desirable trade-off, especially for mature
products, whether they are software interfaces, phys-
ical controls, or even web sites. As computers get
more powerful, materials more advanced, and meth-
ods more sophisticated, it makes sense to move more
of the complexity away from users. Shifting complex-
ity puts the burden back on the product designers and
developers, who have the difficult task of finding the
just-right balance between complexity and usability.
That’s where a design partner with expertise in tam-
ing complexity provides value. By using testing and
research to reveal what users are trying to accom-
plish, focusing on giving them control where needed,
and designing the system to do the rest on their be-
half, products can achieve their greatest effectiveness
and power while more closely fulfilling the ideal to
“do what I mean.” Not too hot, not to cold, but just
right.

349/596



David Bishop is a MAYA Fellow, Senior Practitioner, and
Researcher at MAYA.

It is tempting to conclude that only someone like
Steve Jobs will lead us to the iPhone, and there is no
doubt that hiring this person is the most efficient path
to that kind of innovation. Unfortunately, such people
are a bit hard to find. The suite of participatory user-
centered techniques that the design community has
evolved in recent years is motivated precisely by the
need to fill this gap.

All of science is based on cycles of HYPOTHESIS >>
MODEL >> TEST >> NEW HYPOTHESIS, and design
science is no exception. In designing on Trillions Moun-
tain, the TEST part isn’t the only place where user-fo-
cused work need apply. Instead, it must begin at the be-
ginning of a design cycle and be carried through to the
end, often bridging to the next, follow-on cycle.

During the HYPOTHESIS stage the designer has
available a number of open-ended user-centered design
techniques, going under such labels as participatory
design, cooperative design, and co-creation.2 These
methods are the methodological descendants of tech-
niques such as brainstorming and synectics that were
developed throughout the 1950s and 1960s under the
broad label of design methods. The difference is that
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these contemporary techniques place a far greater em-
phasis on active participation by end users out in the
field.

During the early iterations of the process, user en-
gagement may involve just a few tries on a really in-
formal task—“here, put these things into separate piles;
you decide how many piles”—to check out some first
guesses about how a user will perceive her options.
Later, during more formal activities, there may be more
detailed video data gathering, with a larger sample, to
settle disagreements that have arisen among the design
team. Later still may come preference interviews regard-
ing the more superficial aspects of the design, where
preference is the issue.

When performed in this continual integrated way,
something interesting happens to user research efforts.
They lead to creative divergence as well as convergence.
The traditional view of user studies is that they are a
tool for convergence: to focus in on the one right answer
to questions like “exactly how far apart should those
screen buttons be?” But now they have become, espe-
cially at the early stages of a project, tools for diver-
gence, a way to reveal the questions that we didn’t even
know we should ask; a way to reveal unmet or unvoiced
needs.
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The data so obtained are then passed through the
MODEL stage of the process. This is a process of sum-
marization, generalization, and abstraction from raw
observation. Once again, the nature of the work product
varies by iteration. The outcomes of the early stages may
be captured in a form no more sophisticated than digital
snapshots of whiteboard sketches, or stapled-together
piles of sticky notes. Later on, we will see sketches
evolve to foam models or interactive mock-ups of screen
interactions. In all cases, care is taken that divergent
paths be preserved so that the structure of the “space of
possibilities” is not lost. The reason for this is that the
goal is not to converge on a single product. Rather, it is
to evolve an architecture that defines an entire family of
potential products. We will have more to say on this top-
ic presently.
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A Wide Area User Study
Progress in science is paced not just by advances in
theory, but also by advances in methodology. Design
science is no exception. Each generation of design
professionals faces the need to develop new tech-
niques for answering the unique questions posed by
the design challenges of its era. In our age, this means
developing techniques for understanding the needs of
users in the context of an increasingly connected and
instrumented world. Here is a story of a technique we

developed in collaboration with Eaton Corporation.3

Early in this particular product cycle, we sent out
packages to several volunteer families across the
country. Imagine you are one of them. You are our
user representative. You and your family are pretty
typical people—couple of kids, a dog, a house with a
garage, close enough to your parents to be helpful, yet
you let them have their independence.

The package arrives in today’s mail. It contains a
packet of ten numbered yellow sticky notes, a month-
long pocket-sized log book, a disposable camera, a
cool-looking watch that can wirelessly receive and
display text messages, a return mailer, and a set of in-
structions. The instructions say to think about places
or things in your house that you’d like to be aware of,
or keep track of, even when you’re not at home. They
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ask you to place the sticky notes on or near those
things and take a picture of where you’ve placed
them.

Typically, the first few sticky notes go on the doors.
One goes in the basement by the water heater, anoth-
er in the garage. Perhaps one on the furnace will help
you to lower heating costs by remembering to change
filters when needed. One could even go to the neigh-
bor next door—you take a picture of him holding it,
bewildered expression and all. This leaves a couple of
sticky notes left over. How about one on the TV and
one above the dog’s water bowl? And you might place
one in the kids’ room with “air quality” written on it.
The camera and its pictures get sent back in the re-
turn mailer. You put on the watch, place the logbook
in your pocket, and go on with your day.

Over the course of the next month, the texting watch
gets occasional messages, as if they were coming from
those magic sticky notes. Some of your fellow parti-
cipants get messages that just say, “Alert—Sticky Note
#1, two minutes ago!” But you get more specific mes-
sages like, “Water in the basement!” “Someone is
looking at things in your garden.” “Front Door open
for 20 minutes.” “Critter movement in the garage
right now!”

When a message comes in, you grab your logbook,
flip to the date, and answer a few questions like
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“What do you think the alert means?” “Where are you
right now?” “What did you do after getting the mes-
sage?” From homeowners who receive alerts that are
vague, the logbook answers often read something like
this, “I don’t remember what Sticky Note #6 is!” Just
like the output from nearly all of the home security
systems on the market at the time, this information,
without much context, is timely but almost com-
pletely useless. From those like you, who got more de-
tailed text messages, the logbook answers tell a differ-
ent story. For instance, if you were at your parents’
house when the message about water in your base-
ment popped up, the answer to the question of “What
did you do next?” might be, “I called my sister, who
lives down the block, and asked her to get over there
and save the box of wedding photos I left down
there.” The answers are personal and, in the aggreg-
ate, provide a good cross-section of the concerns that
are on the minds of homeowners.

In most cases the participants in this experiment—in
what we would now think of as “having your house

send you tweets”4—used their social networks to re-
solve issues. They seldom, with the exception of fires,
wanted a security system to dispatch emergency per-
sonnel. With the magical sticky note system, you
seemed to just sense what was going on, much as you
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would if you were at home, and it provided a bit of
awareness that fit into the context of your daily life.

Of course, in this early trial those sticky notes are
completely dumb—just placeholders for not-yet-de-
signed devices. The volunteers are part of an experi-
ment in pervasive computing using a process called
Wizard-of-Oz prototyping. Rather than having to cre-
ate working wireless sensors and an entire system to
coordinate messages, the design team simulated a
month in the life of a collection of homeowners using
sticky notes and text messaging. Much like the kindly
old wizard who hides behind the curtain and pulls
levers to make the mighty head speak, the designers
sat at their desks, reviewed the pictures they had been
sent, and sent out text messages as if they were com-
ing from the magical notes. This simulation revealed
important clues about what real people would really
do with something like “house tweets” years before
that terminology even existed.

Interaction Physics
Material objects follow the laws of physics. Always. If an
item loses its support, the item falls. If two items rub to-
gether, they get hot. If the lights go out, the items disap-
pear from view. The chains of cause and effect, action
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and reaction, work so consistently that we can act with
precision and confidence. We have a pretty good idea
how physical stuff will behave. We and our ancestors
have been accumulating intuitions about such things for
millions of years.

When it comes to design in cyberspace things are dif-
ferent. The rules are not forced upon us. We have
choices to make. In the case of a simulation, the task
may be obvious—make the virtual thing behave just like
a real thing would. We just copy the laws of nature. But
design is not all simulation. We now have the opportun-
ity to design things that were not possible before the in-
formation era. What happens to a number when you let
go of it? When an idea becomes important, does it look
any different? How does color overtake and inhabit
space? In a virtual world, what happens to Wile E.
Coyote when he runs off a cliff?

So we have to invent the physics, and it’s not a task to
be taken lightly. For starters, it isn’t easy. An interaction
physics is not the same things as the more familiar no-
tion of user interface guidelines. The difference is this:
Guidelines are suggestions, to be used when they seem
appropriate and to be eschewed when they are incon-
venient. That is not how a physics works. Physical laws
admit no exceptions. Gravity may not always be con-
venient, but you can count on it. So, if we are going to
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devise an interaction physics, we need to be prepared to
commit to living with every rule we make under every
single circumstance. Moreover, just as in physical law,
no rule must ever contradict any other rule. Anyone who
has ever attempted this realizes that you can’t make very
many such rules without violating one or the other of
these strictures. One quickly runs out of degrees of free-
dom. The bottom line is that finding a set of rules that
qualify as an interaction physics and is also useful is no
easy task. And so, it is rarely even attempted.

As a result, we have come to a point in the computer
industry in which users have come to expect very little
consistency in their interactions with devices. Every-
body knows the drill: You download a new app, or you
press MENU on yet another new remote control in your
living room, and you immediately go into puzzle-solving
mode—sorting through the dozen or so familiar patterns
that the designer might have chosen—trying to get into
her head so as to get some traction on the guessing
game to follow. Worse, if it is not a device that you use
every day, you will probably end up playing the game
over and over—there are just too many permutations to
remember them all. It is credit to human cleverness that
we get by at all.

But it doesn’t have to be this way, and in the world of
Trillions, it can’t be this way. Our collective goal must be
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convergence toward a unified user experience. A com-
mon interaction physics is the golden path to this goal.
Consistency builds confidence, and confidence provides
feelings of control, security, and comfort. A consistent
physics provides the trust that “this thing I put down
today will still be there tomorrow.” Such trust is the
foundation for our ability to build new things. You
wouldn’t put a book under your child to boost him up in
his chair if you thought the book might suddenly slide
through the seat and fall through the floor. You wouldn’t
attempt to build a hut, or a bridge, or a city if you
couldn’t trust in a few basic rules like gravity, and iner-
tia, and friction. Our ability to build civilization itself
would be called into question if everything were as
plastic as most software products.

The opposite of physics is magic. Before we had the
scientific method, some wise shaman believed that if he
slaughtered a goat, it would bring rain—not because he
was a fool, but because a few times the rains did really
come just after a goat had been slaughtered. The correct
name for such behavior is superstition, and supersti-
tious behavior is extremely common in users of complex
software. You ask people why they saved that word pro-
cessing document, quit the program, and then reopened
the same document. They say things like “I don’t know,
but for some reason I’ve found that I have to do that
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whenever I create new sections that have different
formats.” Other users believe that the same task re-
quires that they use three or four consecutive drop down
menu choices in a fast succession of moves that seem
more like an incantation than a rational interaction. It’s
a vulnerability common to many life forms; research
psychologists have induced superstitious behavior even
in pigeons.

When users engage with a system, they naturally try
to form mental models of how it operates. These models
evolve with experience as each user plays a kind of
guessing game with the system—trying to learn the rules
of the game. The quality of the model at any given time
is a major determinant of how well the user will get on
with it. The existence of a physics (natural or artificial)
provides a solid foundation for these models. But in the
absence of a physics, there is often no self-consistent
underlying model to be learned. Every tentative hypo-
thesis by the user is eventually contradicted by some
new behavior. Rather than systematically piecing to-
gether an increasingly accurate and detailed mental
model of the system, the user thrashes from one crude
model to another—each accounting for the most recent
observations, but having very little of the predictive
value that supports true fluency with the system. In
these cases, users resort to keeping long lists of
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exceptions in their head or scribbled on sticky notes.
Without a few stable, trusted, never-failing interaction
“laws,” users are left to carry the burden of all those ex-
ceptions. Eventually, they give up even trying to learn
new features. The ultimate result is that the most
powerful features of many programs and devices go un-
used by most users. Consumer satisfaction, the ability to
build new things from a product’s basic capabilities, the
ability to perform critical but rarely encountered
tasks—often the very features that differentiate a
product from its competitors—are all put at risk.

It should be emphasized that although interaction
physics implies strict self-consistency, it does not neces-
sarily imply consistency with nature. There must be a
physics, but not necessarily the physics. As game design-
ers know well, users are capable of rapidly adjusting to
novel—even bizarre—virtual environments and quickly
becoming highly skilled in them; but only in the pres-
ence of consistency that they can count on. Gravity that
works sideways? No problem. Eyes that see through dis-
embodied floating cameras that follow your avatar? Got
it!

This is fortunate. In the world of Trillions, we expect
to be surrounded by embedded devices that do things
that are far from natural. After all, if all we did was slav-
ishly copy nature, what would we have gained? In such
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an environment, how far can we push the physics?
Where will the Most Advanced become Unacceptable?

Thus, designing on Trillions Mountain won’t involve
just the application of rigid interface design rules.
There’s research to be done, new things to learn. As
design scientists, we are left to our imagination and in-
telligence to propose a hypothesis that seems reasonable
and testable, and then to put it through the wringer of
experience. In complex systems, it is essential to get the
physics straight before the designing can begin in earn-
est. For the people who will ultimately own, use, and live
with the design, their comfort and quality of life is at
stake.

Information-Centric Interaction
Design

It is possible to identify four distinct stages in the evolu-
tion of human-computer interaction. The earliest of
these was what might be called command-centric. When
you logged into a timesharing computer in 1970, or
turned on an early personal computer a decade later,
your teletype machine (or its “glass” equivalent) presen-
ted you with a one-character prompt, indicating that it
was time for you to type a command. You were expected
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to know the list of options, which generally consisted of
such verbs as LIST, PRINT, DELETE, and COPY. You
literally told the computer what to do, and it did it im-
mediately and exactly. And that was the end of the story.
The experience was much like using a very powerful
typewriter, or perhaps running an extremely flexible
slide projector. The information itself felt far away and
abstract.

Stage 2 was application-centric. It first appeared in
the form of an addition to the above list of commands.
The newcomer was RUN, and it introduced an addition-
al level of abstraction between the user and the com-
puter in the form of applications—computer programs
that were not part of the machine’s operating system,
but were devised by third parties to perform some spe-
cific task. There were applications to read e-mail, per-
form word processing, manage spreadsheets, and do a
thousand more tasks. At first, they had their own sets of
commands, analogous to those used to control the oper-
ating system, but specialized for a specific task. The feel-
ing here was a bit like using those remote manipulator
arms in nuclear power plants. You could grab hold of
your data, but only indirectly. You would say, “Please, e-
mail program, show me my next unread message,” and
your e-mail app would fetch it on your behalf.
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Although application-centric interaction is still com-
mon, it has in many cases been supplanted (or perhaps
supplemented is a better term) by stage 3 interaction,
which is commonly known as document-centric interac-
tion. Here, the applications recede into the background,
and the user is encouraged to focus on the document as
the unit of interaction. Instead of thinking about com-
mands or indirect manipulation, direct manipulation is
the order of the day. One can grab an image from a PC
web browser, drag it out of its window and drop it into a
word-processing document or onto the desktop. On an
iPhone or iPad, one can flip through the albums of a
music collection or scroll around on a map with the slide
of a finger. The remote manipulator arms are gone, and
if it weren’t for that pesky piece of glass, it feels as
though you could literally get your hands on the data.

Stage 4 takes the progression to its logical conclusion.
First introduced by a collaboration between MAYA and
Carnegie Mellon University, this stage is known as
information-centric manipulation. Like stage 3, it
makes aggressive use of such direct manipulation tech-
niques as drag-and-drop and gesture-based interaction.
What distinguishes it from the document centric ap-
proach is that, rather than limiting the “currency” of
manipulation to the document, it is extended to every
level of detail in a display. In the information-centric
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approach, a display is not so much drawn as it is as-
sembled out of more primitive graphical elements, each
of which is itself a representation of a more primitive in-
formation object and is itself directly manipulable.

If the user is given, say, a document containing a
table containing a list of cities, not only can the docu-
ment and the table be dragged and dropped into a dif-
ferent context, but so can the cities. Thus, for example, a
subset of the cities could be selected, dragged out of the
table, and dropped into a bar graph designed to show
population. Instantly, the lines that list the cities will
morph into bars whose height is proportional to the
city’s population. Then, perhaps, the user might use this
display to select the cities with the tallest bars (and thus,
the highest populations) and drag them in turn onto a
map, which would automatically morph the bars into
the appropriate icons and “snap” them to their proper
location according to the cities’ latitudes and longitudes
(Figure 6.2). This concept is kinetically illustrated online
at http://trillions.maya.com/Visage_polymorphic.
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Figure 6.2 Information-centric data manipulation

To appreciate the power of this approach, it is im-
portant to fully understand the nature of the morph op-
erations in the above story. This operation is easy and
intuitive when experienced, but it has no direct analog
in the real world, and so is a bit tricky to describe. The
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key to the technique involves the distinction between
the identity of the information object and the form in
which it is presented in a given display. Information as
such is invisible. Humans have no sensory apparatus to
perceive it directly. And so, we use displays—whether on
paper or on computer screens—as concrete, physical
surrogates for the data. What computers let us do that
paper never could is to dynamically change the form
while maintaining the underlying identity of an inform-
ation object. Thus, in our example, the row of text in the
table, the bar on the bar chart, and the symbol posi-
tioned on the map are all representations of one and the
same abstract information object—namely an object
containing various information about a city. Each rep-
resentation lets us perceive a different facet of the in-
formation we have about the city. The table shows us the
city’s name, the bar shows the population, and the map
icon shows us the location. Different representations are
valuable for different tasks, but all ultimately refer to the
same underlying object—our city object.

As should be clear, information-centric interaction
design is intimately related to the ideas of persistent ob-
ject identity and of cyberspace that we have discussed
previously. These are powerful and somewhat radical
techniques, but they are, we believe, exactly the power
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we need to make significant progress toward a tractable
future.

Computation in Context
As we begin to develop pervasive computing systems, is-
sues related to context awareness will increasingly
come to the fore. As a result, we will need to apply signi-
ficantly more precision to the notion of context than is
afforded by common usage of this term. Just as in previ-
ous sections we found it useful to distinguish among
people, devices and information, we may usefully identi-
fy three distinct realms of context. First, the physical
context allows us to make our devices responsive to
their actual, real-world locations. Second, the device
context concerns the relations among information-pro-
cessing systems as such—machines talking to other ma-
chines. Finally, computing systems have an information
context. The study of information contexts is the
province of the discipline of information architecture,
which the next chapter will explore in detail but in brief
may be defined as the design of information entities ab-
stracted from the machines that process them.

Perhaps the pinnacle of eighteenth- and nineteenth-
century high technology was the commercial sailing
ship. The design and operation of these craft
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represented a subtle and challenging enterprise. This
challenge was rooted in the fact that these devices
needed to operate simultaneously in three distinct but
interacting realms. A merchant ship is at once in the
ocean, in the atmosphere, and “in” a constantly flowing
current of passengers and cargo (Figure 6.3).

Figure 6.3 The three environments of a sailing ship

369/596



It may seem peculiar to speak of the ships as being
“in” the flow of cargo rather than the converse, but this
is a perfectly sensible and useful description of the situ-
ation. The peculiarity comes from thinking only of the
goods and passengers who are on a particular ship.
Think instead about the continuous flow of all the
people and things in the world that are on their way,
right now, from one place to another. Ships are unques-
tionably “in” that flow. From the point of view of a ship
and its designers, this stream of commerce is as real and
as important a context as wind or current: Its pressures
shape the holds and staterooms and decks just as surely
as the imperatives of hydro- and aerodynamics determ-
ine the streamlines of the hull and the catenaries of the
sails.

The need to balance the often-conflicting design con-
straints imposed by these three contexts, combined with
the reality that sailing ships spent most of their lives op-
erating without infrastructural support, raised naval ar-
chitecture to a level of art unmatched in its day. The
sense of appreciation—even awe—that many people feel
in the presence of a gathering of tall ships reflects an in-
tuitive recognition of the success of their designers in
meeting the challenges of this multiply constrained
design space.
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As designers of information devices, we are embark-
ing on a great enterprise whose challenges are, in cer-
tain ways, reminiscent of those of our seafaring past. No
longer can computer designers make the simplifying as-
sumption that their creations will spend their lifetimes
moored safely to the desk of a single user or plying the
familiar channels of a particular local network. Nor will
most devices be tethered to some remote corporate
cloud service. It seems clear that, before long, most
computing will happen in situ and that most computing
devices will find themselves operating in diverse and
changing contexts. Context awareness will soon become
a hallmark of effective information products and
services.

Talk of context-aware computing has become com-
mon. Yet such discussions nearly always significantly
understate the issue. Each of these realms— physical,
device, and information—presents a unique set of chal-
lenges. But they are not independent, and we treat them
so at our peril. Thus there is a compelling need for the
development of a framework within which we can begin
to reason about information systems in the large—deal-
ing at once with context awareness in each of the three
realms.

Physical Context
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The physical context is the first and most obvious of our
three contexts of computation. This is what is most com-
monly meant when the term context aware is en-
countered in the literature. It is about imbuing our
devices with a sense of place by the most literal inter-
pretation of that phrase. But even here the notion of
context is not simple. We can mean many things by
physical context. Most obvious, perhaps, is geographic
location. Here we are heir to a rich and sophisticated
body of work inherited from the disciplines of carto-
graphy and navigation. As the etymology of the word
“geometry” demonstrates, we have been measuring the
earth for a very long time. Consequently, we are not
lacking for well-developed standards for denoting loca-
tions on the earth’s surface.

Indeed, there is an embarrassment of riches in this
regard: The novice soon discovers that referencing a
spot on the earth is no simple matter of latitude and lon-
gitude. Various geographic, geodetic, and geocentric co-
ordinate systems are in common use—each optimized
for a different purpose. Although practice in this area
can be extremely complex, it is for the most part well
defined, with precise—if not always simple—mathemat-
ics defining the relations involved. The field of geo-
graphic information systems (GIS) is quite mature; we
have comprehensive (if sometimes overly complex)
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standards for the machine representation and inter-
change of geographic information of all sorts.

However, as we move beyond mere geolocation to the
more interesting problem of denoting geographic fea-
tures (whether natural, man-made, or political), the
situation rapidly becomes murky. Suppose, to pick one
of the easier cases, we wish to refer in an unambiguous
way to, say, Hanover, Pennsylvania. Should we simply
use the place name? If so, we will have to devise a way to
indicate whether we mean the Hanover near Wilkes-
Barre, the one by Allentown, or the one at York (this is
assuming we don’t mean Hanover Green, Hanover
Junction, Hanoverdale, or Hanoverville). We could use
latitude/longitude, but what point on the earth, exactly,
should we choose to represent Hanover?5 If we do not
choose precisely the same coordinates, comparing two
references to the same location becomes an exercise in
trigonometry.

If we look to other challenges, such as denoting street
addresses, we discover similar issues. There is no short-
age of schemes for encoding these kinds of data, and
there exist many high-quality databases of such inform-
ation. However, each such database is a referential is-
land, defining a local namespace adequate to support a
particular application, but nearly useless for enabling
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the kinds of large-scale, open information spaces im-
plied by the pervasive computing agenda.

But there is more to place than mere geography. Hu-
man artifice has structured space in many complex
ways, creating new challenges. Consider a large sky-
scraper. It may have 100 floors, each having 100 rooms.
Already today, each room likely contains multiple net-
worked processors—smoke detectors, door locks, build-
ing alarms, lighting controllers, thermostats. A single
building may easily contain tens of thousands of embed-
ded computers. To do its job, each of these processors
must in some sense be “aware” of its location. But loca-
tion means different things to different devices. To some
it is room number; to others it is floor, distance from a
fire exit, topological location on a local area network, or
proximity to a window. The state of the art in such sys-
tems is such that each device is imbued with its requisite
address by an installer on a ladder—often keeping paper
records of his progress. Standardization efforts are un-
derway within the relevant industry trade groups, but
they are proceeding with little thought to how such
standards might fit into a larger ecology. It will not be
long before the tens of thousands of processors in each
office building become tens of millions, and it will not
end there. When light switches built into modular room
dividers are expected to turn on neighboring lights, how
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will they determine what lights are neighboring? When
sensors in office chairs are able to identify their occu-
pants by weight, how will this information be made
available to nearby devices, and how will nearby be
defined and determined? When every manufactured
thing, from soda cans to soap dispensers joins the net-
work, what role will context play? There are soap dis-
pensers, sold in grocery stores today, that have a small
processor, a sensor to allow hands-free operation, and a
power supply. With just the one small step of adding
communications to the mix, we could easily have the
means to enhance our parenting skills with respect to
our kids’ hand-washing habits. But how will we capture
the dispenser’s physical location, and how will we con-
trol how afar the resulting information should be al-
lowed to roam?

Device Context
Just as various kinds of sensory apparatus—GPS receiv-
ers, proximity sensors, and so forth—are the means by
which mobile devices will become geographically aware,
another class of sensors makes it possible for devices to
become aware of each other. The superficial similarity
between such sensors and ordinary communications
channels belies their significance. There is a
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fundamental difference between the mere ability to
transfer data between two or more devices along pre-
configured channels and the ability of a device to discov-
er the presence of its peers and to autonomously estab-
lish such channels without the aid of some external de-
signer. The first situation involves fixed infrastructure;
the second doesn’t. And we have precious little experi-
ence with computing in the absence of fixed
infrastructure.

This, the so-called service discovery problem, forms
the basis for a kind of context awareness that is different
from that based on physical context. A cluster of
vehicles driving in convoy across the country forms a
persistent context that is quite distinct from that of the
countryside rolling by. Peer-to-peer communication in
such circumstances is largely uncharted territory. If we
ignore such rudimentary communications channels as
horns, turn signals, and CB radios (which in any event
involve humans in the loop), no direct communication
occurs among today’s vehicles. This will certainly
change soon. The question is whether the inter-vehicle
systems now being developed will be isolated stunts, or
whether they will be designed to evolve as part of a lar-
ger information ecology.

Even if we broaden our search to include all
information-processing devices, the pickings are slim. It
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is surprisingly difficult to find significant instances of
peer-to-peer communications that do not involve the
mediation of fixed infrastructure. Anyone who has wit-
nessed the often comic antics of two technically adept
laptop users attempting to establish direct communica-
tions between their machines without the use of external
media will appreciate just how primitive is the state of
the art. Progress is being made, however. For example, a
little-noted feature of recent versions of Apple’s OSX op-
erating system called Airdrop allows properly-equipped
computers to automatically become aware of each oth-
er’s presence, allowing painless drag-and-drop file
transfers among such machines.6 Modest progress for
20 years of effort, but it is a start.

Sooner or later, the practical ability to establish zero-
infrastructure ad hoc networks will be achieved. But this
in itself does not get us very far toward a true realm of
mobile devices. Let’s assume, for instance, that you and
a friend are riding a New York subway along with 80
strangers. Let’s further assume (this being the near fu-
ture) that everyone on board has in his or her pocket a
cell phone that is also physically able to communicate
with each of the others, and each device has succeeded
in discovering the presence of the other 81. So, what do
we do now? Even ignoring engineering issues, how will
your friend’s device know to cooperate with yours while
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remaining wary of the 80 strangers? How will these
devices even be identified? More basically, what exactly
will constitute identity for purposes of such policy?

Before leaving this topic, we should note that device
contexts are not necessarily defined by physical proxim-
ity. Devices employing a common radio channel may
share a context even at great distances. In the case of
wired networks, topological distances are typically (but
not always) more relevant than topographic proximity.

Many other kinds of “distance” (e.g., how far am I
from an Internet connection—and at what cost?) will
have importance in specific situations. In general, what
it means to define a “space” is precisely to define such
distance measures. Building a true “cyberspace” will in
large part be a process of coming to agreement on such
matters.

Finally, there is the issue of mobile code. The vision
of small bits of behavior moving freely from device to
device raises many issues of device context awareness.
Strictly speaking, code is not a device, but simply data
(and therefore the subject of the following section). But
the running computer programs to which such code
gives rise are in effect devices. As such, they exist in
contexts, raising many of the same issues of context
awareness as do physical devices, as well as a few new
ones: On what kind of machine am I executing? Whom
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am I sharing it with? What resources are available to
me, and what restrictions must I observe? These are
matters of context awareness no less than the more ob-
vious ones of physical context.

Information Context
The third—and least discussed—of our three contexts is
the information context in which computation takes
place. The study of such contexts is the province of the
discipline of information architecture, which we define
as the design of information entities abstracted from the
machines that process them. This topic has not received
the attention that it deserves, largely due to our long
habit of thinking of data as residing “in” our computers.
As we have already seen, in a pervasive computing world
it is useful to take quite the opposite perspective—in-
creasingly, data are not “in” our devices any more than a
phone call is “in” a cell phone. In this regard, our earlier
nautical analogy is particularly evocative, suggesting a
future in which computing devices float freely in a vast
sea of data objects—objects whose existence and identity
are quite distinct from those of the devices that process
them. In this world, the data have been liberated from
the devices and have claimed center stage.
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This provocative image is compatible with the often-
stated ideal of the computer “disappearing” or receding
into the background. From this view, computing devices
are seen as merely “transducers”—a sort of perceptual
prosthesis. We need them in order to see and manipu-
late data just as we need special goggles to see infrared
light. In both cases, it is the perception that is of in-
terest, not the mediating device.

People are beginning to talk about a vapor of inform-
ation following us around as we move from place to
place and from device to device. But what, exactly, is
this vapor? What is it made of? What are its properties?
How will it know to follow us? How can we make it us-
able? These are strange and difficult questions, but be-
ginning to view computing from an information-centric
perspective is a first step in dispelling the strangeness.

Already, users of mobile web browsers routinely carry
around replicas of web pages that are automatically
cached on their devices. As it becomes easier to pass
such information objects from device to device, they will
begin to take on an existence (and a persistence) that is
quite independent of the server machines of their origin.
Services exist that extend this concept to other kinds of
data, allowing appointments, to-do lists, and even edit-
able text documents to exist as coordinated replicates on
any number of mobile devices and desktops
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simultaneously. Today, these capabilities are typically
implemented via the kinds of centralized pseudo-cloud
services discussed in Chapter 3. But we will soon begin
to see true peer-to-peer implementations. This mode of
operation is presently the exception rather than the rule,
but we are clearly heading toward patterns of normal
activity that will stretch and ultimately break our
present conception of the “location” of information.

All modern smartphones and other mobile devices
ship with multiple gigabytes of storage. (It is increas-
ingly difficult for a manufacturer to even source memory
chips any smaller.) All that storage represents yet anoth-
er of the underutilized resources we have so often en-
countered in our story. In this context, what happens
when we step beyond the relatively simple client-server
model that dominates the web today? What happens
when our pocket devices get good at communicating dir-
ectly with each other? As such devices are released by
the billions into the wild, it is inevitable that widespread
data replication will rapidly become the norm. Popular
web pages and other data objects will be replicated
countless times as they flow from device to device. Ex-
plicit backup utilities will disappear—replaced by the in-
herent redundancy of cyberspace. Corrupted or mo-
mentarily unneeded data will be casually deleted from
local devices by users confident in their ability to grab
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fresh copies out of the ether when needed. Damaged
devices will be replaced with a shrug: The data stream
will soon replenish each emptied vessel. Such a world
will be characterized by the primacy of information it-
self, and no one will be tempted to think of data as being
“in” machines.

This is not to suggest that all data will be available
everywhere. Contrary to predictions that all computing
devices will someday have continuous Internet access,
we assume that connectivity will always be intermittent,
and there will always be devices that are too small and
cheap to support direct continuous access. Storage capa-
cities, although huge, will always be finite and unevenly
distributed. These and a variety of other factors, ranging
from intellectual property issues to bandwidth and se-
curity policies, will guarantee that only a small subset of
the aggregate data space will be immediately available to
any given device at any given time. The sea of data will
be far from homogenous. Natural patterns of human
and machine interaction, as well as deliberate data rep-
lication, will create currents and eddies of data flow
within the larger sea.

Thus, devices will find themselves at any given time
in this context of the third kind, and awareness of that
context will involve a whole new set of questions: What
information “objects” are floating around in my
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immediate neighborhood? Which devices contain them?
Are they in a form that I understand? What are the
transactions going on among devices for which these in-
formation objects serve as currency? In the long run,
this kind of context awareness may prove to be the most
basic of all. Yet the current dominance of the client-
server networking model found in most cloud imple-
mentations—with its assumptions of fixed infrastruc-
ture, centralized authorities, and walled-off repositor-
ies—means that this crucially important context,
information-context, is not even part of the discussion
today.

What About the User?
In our discussion of computing contexts, the role of the
user has been conspicuously and intentionally ab-
sent—until now. Surely humans will represent an im-
portant, perhaps the ultimate, context for both devices
and data. Where do people fit into our three-contexts
scheme? In fact, they form a curious cut through the en-
tire space. On the one hand, people are clearly part of
the physical context. Awareness of who is present and of
their needs, interests, and characteristics will surely be a
hallmark of successful “smart spaces.” On the other
hand, it is often useful to think of the user as a “living
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information device”—an architectural peer to the com-
puters, participating in the worldwide data flow as a
source and sink of data like any other system compon-
ent. Yet again, we must acknowledge the user as a tele-
ological force—the source of purpose and meaning for
the system, guiding it from the outside.

All of these points of view have validity. But most im-
portantly, we must consider people from the perspective
of system usability and usefulness. We are on the verge
of building systems unprecedented both in their scale
and in their very nature. It is one thing to design a us-
able computer program. It is quite another to design a
usable environment when that environment comprises
innumerable semiautonomous devices mediating an un-
bounded swirl of constantly flowing information. Usab-
ility, or the lack thereof, will be an emergent property of
such a milieu. How does one design an emergent prop-
erty? The answer is not at all clear. But it is a good guess
that the place to start is in defining a basic ontology of
existence in this strange new world, with an eye toward
imbuing that existence with a consistency of behavior
that in some measure approximates the consistency that
we get for free in the physical world.

While we touched on the idea of Universally Unique
Identity in earlier passages, it is important to raise it
again here. No amount of clever hacking will achieve our
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goals unless it is layered on top of a common model of
identity and reference. It is unambiguous identity that is
the sine qua non of “objects” of all kinds, and until we
start treating information as objects, we will be stuck in
an ever-growing pool of informational quicksand.

1 But our engineering staff was able to develop scan-
ning software to identify each cover sheet, read its
barcode, and direct the associated document to the
correct user—quite an achievement in those primit-
ive days.

2 Each of these terms is associated with one or more
communities of adherents who attach more or less
precise definitions to each term. Such distinctions
are not of the essence for our purposes.

3 The research led to the development of five U.S.
patents and the launch of a new product category
that won an innovation award from the Consumer
Electronics Association.

4 When this research study was conducted, Twitter
didn’t exist yet and wouldn’t come into existence for
another three years.
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5 There is a U.S. Board on Geographic Names that
sanctions official U.S. place names, but it treats U.S.
and foreign names differently. For example, web-ac-
cessible resources from this source present unique
numerical identifiers for foreign but not domestic
places. The Getty Research Institute has compiled an
extremely thorough thesaurus of geographic names
that is both worldwide and hierarchical, and also in-
cludes unique identifiers. However, this work is not
in the public domain and is not generally recognized
as authoritative.

6 One of the reasons this feature is “little noted” is
because it only works on the very latest hardware.
Why? Because until recently, the designers of WiFi
chips saw no reason to provide for simultaneous P2P
and infrastructure connections.
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CHAPTER 7

Architecture with a
Capital “A”

Technologies get obsolete within 1 year, applica-
tions are replaced in 10 years, but the strong vis-
ions would survive more than 100 years.

—HIROSHI ISHII
Throughout this book we have invoked the notion of Ar-
chitecture with a capital “A”; the idea being that, unlike
architecture, which refers to the design and construc-
tion of buildings, Architecture refers to the organiza-
tional principles of a collection of objects, a concept or a
system, which give it a basis for order, structure,
change, or growth (Figure 7.1). Architecture, in this
sense, is one of the essential qualities of design on Tril-
lions Mountain. For a film on Architecture, see ht-
tp://trillions.maya.com/Architecture.

http://trillions.maya.com/Architecture
http://trillions.maya.com/Architecture


Figure 7.1 “What makes a cup a cup?” Even a basic ob-
ject like a cup has an underlying architecture that
defines its “cupness.”
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Architecture and Architects
We have occasionally been taken to task by a few of
our colleagues in the architecture profession for what
they perceive as our usurpation of the term architec-
ture. From their point of view, an architect is a de-
signer of buildings, and so architecture properly
refers to the art and science of building design.

We understand their point. Their profession has a
long and distinguished history, and we would be the
first to say that it represents by far the most mature
and methodologically sophisticated of all the design
disciplines. They have long taken seriously their role
as a community of practice tasked with attending to
the big picture concerning the way we as a society
build, and therefore, live. Earning the right to call
one’s self an architect is an arduous process, so it is a
title worth defending. Indeed, we agree that the unin-
flected term architect is appropriately reserved for
them.

But, the term architecture is another matter. It is true
that the Greek root of the word can be interpreted as
“master builder.” But it also shares the Proto-Indo-
European root *tek- with such words as texture, tex-
tile, and techno-. The Oxford English Dictionary asso-
ciates the term “architectonic” with “the systemiza-
tion of knowledge.” Hence, we have computer
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architectures, organizational architectures, and in-
formation architectures.

In the broadest sense, architecture refers to what
might be called metadesign
—that is, the stepping back from mere design to con-
sider the deeper patterns in entire families of designs.
This kind of abstraction, as we have discussed, is at
the heart of generativity. It is the golden path to co-
herence across large numbers of independently de-
signed artifacts of any kind, be they buildings, cities,
devices, computer programs, or information. This
kind of abstraction is at the very core of the art of
taming complexity.

By our thinking, architects should take pride in the
generalization of the mode of thinking that their fore-
bears pioneered. The only reason that the term is his-
torically associated with buildings at all is because for
most of human history, cities were essentially the
only example of human artifice exhibiting enough ag-
gregate complexity to require such techniques. Archi-
tects were the pioneers of the style of design that will
reach its apex in the age of Trillions.
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ARCHITECTURE AS
ORGANIC PRINCIPLES

Frank Lloyd Wright labeled his philosophy “organic ar-
chitecture,” which has been described as an attempt to
be “more natural than nature itself.” What could such a
boast possibly mean? Many people assume that Wright’s
choice of the term organic was meant to imply an imita-
tion of, or at least compatibility with the natural
world—hills, trees, animals. Such an interpretation
misses the point. Wright believed that his work reflected
not idiosyncratic genius, but a genius based on an un-
derstanding of deep principles—the very principles
manifest in nature’s patterns. Amplified by human reas-
on, such principles, he hoped, could guide the creation
of a rational, humane, and deeply beautiful built world.

When Wright used the term organic architecture, he
meant the discipline of designing buildings with an in-
trinsic integrity that stems from Architecture with a cap-
ital “A.” Buildings (or any other designed objects) that
are informed by such a conception of Architecture will
harmonize not only with nature but also with each
other.

Implicit in this way of thinking is the supposition that
these rules are discovered, not invented. They are “out
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there,” existing a priori waiting to be found. This is to
some extent a Platonic view of reality. It is a view that is
out of fashion in many circles. But we have never been
able to understand the alternative. It seems obvious to
us that patterns of possibility exist implicitly in the laws
of nature, whether we apprehend them or not. Can it
really be said that the pattern representing, say, an over-
hand knot did not exist until some protohuman tied the
first one?1 We think not. And if not, can we really say
that the overhand knot was “invented” rather than dis-
covered? If knots are out there waiting to be discovered,
are there not larger, more complex, and more abstract
patterns out there as well? We think so.

ARCHITECTURE AS
MODEL

One of the less obvious uses of the process of abstraction
implicit in the idea of Architecture is as a means of de-
scription. Specifically, Architectural thinking permits us
to create abstract models of reality that are far more
powerful than more literal descriptions. Consider the
difference between traditional architectural drawings of
a house and a computer-assisted design (CAD) model of
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the same house (Figure 7.2). In the old days, an archi-
tect would draw floor plans, reflected ceiling plans, vari-
ous elevations and details. Each of these drawings was
intended to represent the same house, of course, but
each was executed as a separate drafting task. The idea
was to produce a consistent set of pictures of the house
in the designer’s head, with the goal of communicating
the specifics of that house to a builder. But because the
pictures were all independent, their consistency was
completely dependent upon the skill and attention of
the draftsperson. There is nothing about such a system
that guarantees that the various pictures will comprise a
consistent description of a realizable object. In point of
fact, no such set of drawings of any complexity are ever
completely consistent. This is not fundamentally due to
the hypothetical nature of the house-in-the-head; the
same problem would exist if the drawings were the res-
ult of reverse-engineering an actual house. It is a funda-
mental problem with a view-based medium, not just
with the process.
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Figure 7.2 Plans as pictures versus plans as models

Now consider a representation of the same building
made with a modern 3-D CAD system. This is an en-
tirely different situation. Though one may use such a
system to produce exactly the kinds of views that were
formerly done by a draftsperson, those views do not
themselves constitute the fundamental representation of
the building. Instead they are simply renderings of
something deeper: an intrinsically self-consistent model
of the house completely separated from any particular
view of it. The model itself is not a picture. It is abstract,
and makes no assumptions about viewpoint or presenta-
tion. Each detail of the house is derivable from the mod-
el and brought into play as different views require it. No
contradictions are possible, since there is only one mod-
el. And since the pictures generated by the CAD system
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are derived via a consistent process from a self-consist-
ent model, they, too, are guaranteed to be consistent
with each other.

But there is another difference as well: CAD models
are (or at least they can be) parametric. A parametric
model is factored into constants and variables. Together
they form a scaffolding on which all information about
the model hangs. The constants are its essence, its Ar-
chitecture with a capital “A,” the boundaries of its
“design space.” The parameters (variables) are ad-
justable. They are like knobs we can turn, and in turning
them we can produce an infinite number of particular
house-variations, all manifestations of the same under-
lying Architecture (compare this to our “snack food mat-
rix” from Chapter 4). In doing so, we not only get lots of
different houses (which may or may not be good
houses), but we also achieve a much deeper understand-
ing of our own Architectural efforts. In the end, we will
have attained a much deeper and more profound thing,
all the way around.

By now it should be clear that the application of this
approach is not limited to the description of physical ob-
jects. We can create parameterized abstract models of
computing devices, of network topologies, of user inter-
faces, of social networks. And most importantly, we can
create such models of patterns of information. The
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metaphor of a parametric CAD-style model for cyber-
space can help us crystallize the fog of information.

ARCHITECTURE AS
“STYLE”

Yet another way to conceptualize Architecture with a
capital “A” is as a matter of style—style in the sense of
Gothic, or Art Deco, or Postmodern. As Walter Dorwin
Teague put it, “at those historical moments when a dom-
inant style exists . . . a single character of design gets it-
self expressed in whatever is made at the time, and not a
chair, a teapot, a necklace or a summerhouse comes into
existence except in a form which harmonizes with
everything else being made at that time. . . . The scene
has unity, harmony, repose, and at least one irritant is
absent from the social organism.” If one were to call a
furniture store and—sight unseen—order a room full of,
say, Mission Style furniture, the result might not merit
coverage in Architectural Digest, but it would likely
hang together pretty well.

Where do styles come from? Well, they don’t come
from committees, and (at least in general) they don’t
come from lone engineers. Rather, they emerge as rough
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shared consensus among communities of prac-
tice—more specifically among communities of design-
ers.2 This is unfamiliar territory to many technology-ori-
ented designers, but it’s a key point of this book. When
designing at the scale demanded by pervasive comput-
ing, we will inevitably be forced to abandon our dreams
of perfect rigor, and, when we do, the only remaining al-
ternative to chaos is the loose but pervasive consensual
shared agenda that we refer to as deep Architecture.

Style in this deep sense is not altogether absent from
the computing scene. System architects have evolved a
very definite style for the building of computers them-
selves. The packaging of logic in functionally specialized
integrated circuits (ICs); putting main memory chips on
little daughter boards; the use of application program-
ming interfaces (APIs); object-orientation; and semi-
standardized data types—all of these are elements of
style within the engineering community. Similarly, with-
in the human-computer interaction (HCI) community,
the WIMP (windows, icons, menus, pointing device)
paradigm represents a loose, evolving but near-univer-
sal style of user interface design for desktop PCs.

There is a danger: A dominant style can cause one to
accept designs without examining their consequences.
The modernist esthetic in architecture gave us countless
sterile, windswept urban plazas built on a scale divorced
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from human experience and which militate against the
possibility of social life in their spaces. At its best,
however, style can bring unity, harmony, and a sense of
familiarity to the new. In this way, style performs the le-
gitimate—even vital—function of facilitating environ-
mental coherence by admitting at least the possibility
that an ensemble of products—designed, manufactured,
and purchased independently in a competitive mar-
ket—may be assembled into a collection that will look
and operate together in an efficient and pleasing
manner.

Architectural thinking should be particularly attract-
ive to business leaders because it is the one true path to
genuine and sustainable innovation. The infinite com-
binatorial possibilities that are implicit in a generative
Architecture constitute the wellspring of design poten-
tial. To a design scientist, a specific innovation is never a
one-off stunt, never the result of luck or hacking, but
rather the tip of an architectural iceberg. The fast fol-
lowers and knock-off artists may imitate the product
you ship today, but they can copy only what they see. It
didn’t take long for Apple’s competitors to produce
shallow knock-offs of the iPod, but they couldn’t anticip-
ate Jobs’s plans for the coming iPhone, much less the
iPad. In a sense, Jobs couldn’t see them, either. But
what he could see was a path forward. He had a plan; a
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plan in the form of an Architecture. For practitioners of
Architecture (and their clients), there’s always more
where that came from, and it doesn’t require starting
over from scratch; the next innovation follows naturally
from adjusting the parameters of the principles already
put into play.

But the trillion-node network will require the emer-
gence of another distinct kind of style, namely a style of
information architecture (IA). Lying just above systems
architecture (which deals with how the computing
devices themselves are built) and just below user inter-
faces (which is about how systems communicate with
users), IA deals with the design of the information itself
(Figure 7.3). The trillion-node network implies a vast,
heterogeneous worldwide dataflow of information. The
only commonality across its vastness is information, and
it is here that we must concentrate new design effort if
we are to achieve a semblance of global integrity. For a
film on information see http://trillions.maya.com/
Information.
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Figure 7.3 An information architecture is everything
you can define about a system without specifying the
underlying technology or the particular user interface
that will be employed. This involves thinking about the
architecture of how information is interrelated, how it
flows, and how it fits within the user’s world.
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Figure 7.4 We often confuse information with the form
it takes, but information itself has no form.

INFORMATION
ARCHITECTURE

Don’t confuse information architecture with the more
basic concept of Architecture with a capital “A.” IA is an
application of “capital A” principles in a particular do-
main—the domain of information. Information
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architecture is the specification of abstract patterns gov-
erning the relationships among information objects. Of
course, all information is itself abstract, so IA represents
a second order of abstraction—patterns of patterns.

So, if the Industrial Revolution gave rise to industrial
design, just so, information design is the natural out-
growth of the Information Revolution. That thought
might prompt you to ask, “You can’t design information,
can you? It’s immaterial; what is there to design about
it?” True, information has no form. And if you think of
design as only “look and feel,” then the idea of designing
information makes no sense. Information doesn’t have a
look and feel. You can’t see information. So what exactly
would you “design” about it?

To the casual observer, design is about the skin. The
design of a hardcover book means the appearance of the
dust jacket. And if you exclude the jacket, you might
hear, “What do you mean, the design of it? It’s a book.”
But books have a great deal of design—much of it having
nothing to do with appearance. When an author organ-
izes topics into an outline, that is an act of design. The
choice of voice and expository tone are design issues.
None of these things are “content,” they are decisions
that structure and organize the content.

But books don’t just have design; they also have Ar-
chitecture. The outline and expository structure of a
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book are specific to that particular book; hence we call
them “design.” But there are patterns that transcend the
design of any single book. We structure books into
chapters. We start them with prefaces and end them
with epilogues. We put tables of contents in front and
indexes in the back. These are decisions that float above
not just the content, but also above the design. They are
acts of information architecture.

These examples provide a concrete illustration of how
the articulation of abstract patterns (like the idea of
“chapters”) can permit us to bring coherence and famili-
arity to an open-ended set of books—even books that
have not been written yet. But books are relatively
simple things. How much more important is it to
provide coherence and familiarity to the vast and bur-
geoning universe of data that is the Internet? If that uni-
verse still consists largely of chaotic collections of dis-
connected, independent data silos and safe but sterile
walled gardens, it is the absence of virtually anything
worthy of the name information architecture that we
have to blame. If we have managed to make the web
useful without such sophistication, credit is due to
amazingly clever and subtle techniques of search engine
design combined with virtually unlimited amounts of
brute force computing power and storage. But these are
stopgap measures. We can do much better, and we will.
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The trends that we have been exploring throughout this
book will require it.
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Personal Universal Controller
In 2001, with many new handheld digital devices be-
ginning to flood the market—PDAs, MP3 players,
GPS devices, and so on—we embarked on a collabor-
ative research project with Carnegie Mellon
University. The project was partially funded by a con-
sortium of leading tech companies that included the
likes of Sony and Casio. Our project was aimed at de-
veloping a general architecture for mobile devices as
they begin to interact with the connected environ-
ments around them. We called the project “PUC” for
Personal Universal Controller. The PUC was envi-
sioned as a universal mobile interface through which
the owner of a house or a worker in an office could
communicate with and control any product that was
at hand in the built environment—a phone, a CD
player, a thermostat, an alarm clock, a refrigerator, a
house, a copy machine, whatever.

The concept differed from the familiar “universal re-
mote control” in a fundamental way: Rather than ap-
plying a thin veneer over the diverse user interfaces
that such independently designed devices inevitably
possess, the PUC took a different approach. The
device implemented a complete and general user in-
terface paradigm, and it communicated with the di-
verse controlled devices via an abstract, high-level
protocol. Thus, for example, instead of sending
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manufacturer-specific “volume up” and “volume
down” commands to a television set, it would send an
abstract “set percentage value of a quantitative
range.” Each controlled device would negotiate its re-
quirements with the PUC when they first encounter
each other, and these abstract parameters would be
mapped onto the PUC’s single, uniform UI. In turn,
the user can choose from among a library of UI styles
and “skins” (highly realistic knobs and displays; min-
imalist; even, in principle, command line or Braille),
and the preferred style would be used consistently for
all devices. The bottom line was that the user inter-
face decisions would be associated with the user, not
with each device. Users could literally carry their UI
preferences in their pockets. The relevance of this
pattern to taming the chaos of the pervasive comput-
ing future is obvious.

The goal was not actual commercialization, but to
provide a concrete product context that would require
us to do some deep work about the Architecture of
user interfaces at the intersection of information and
atoms—to understand and describe data types (con-
tinuous, discrete, binary, etc.), decision sequences (to
save, or autosave?), kinesthetic principles (point,
push, slide, twist, etc.)—all the actions and feedback
elements of user interfaces that we commonly en-
counter in a multitude of combinations and
permutations.
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We built a prototype PUC system to test what we had
learned. Each device in our test environment was
equipped with a wireless adaptor that could send and
receive XML-coded descriptions of every way that it
could be controlled and every kind of information it
could provide. (In a practical implementation, such
adaptors would provide a transitional technology un-
til “PUC native” devices started to appear.)

One test was to find out if users could walk up and
use never-before-seen devices, and if so, whether they
could learn how to use these devices in record time.
For the test we configured a PUC controller device so
that it requested the control description from any
PUC-aware system within wireless range and dynam-
ically assembled a user interface to control these
devices. If it found a stereo system, it dynamically laid
out an interface to control it, if it found a multifunc-
tion alarm clock, it did the same. By removing the
whims of a given physical or UI design from the equa-
tion, and instead developing interfaces that dynamic-
ally optimized the whole environment, we found dra-
matic improvements in both the time to learn a task
as well as the number of errors made. In our tests,
users completed tasks with many fewer errors, and in
half the time.

The test consisted of timing users—who were not fa-
miliar with any of the systems in the environment—as
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they learned to perform tasks directly on the actual
products versus doing so via the PUC. The improve-
ment in performance with the PUC may be due in
part to just good interface design. But the improve-
ment across product types demonstrates the extra be-
nefit an Architectural approach brings to an
experience.

The concept was simple. If you always used that
volume dial on the side of the PUC to turn things up
or down, all devices in your environment could be
turned up or down with that dial. If you always had
the on/off button in the upper left corner, all systems
in the physical world could be turned on or off by
looking at the upper left corner of the display.

It is noteworthy that even nonvisual interfaces be-
nefited from this approach. The CMU researchers
were working on natural language processing, so they
built a wireless microphone and speaker system that
could query the devices within the environment using
a consistent language and grammar. The potential of
this technology for the improvement of interfaces for
the visually impaired is clear.

Consider what happens when a user is given the abil-
ity to learn one interface paradigm and employ it
across different products or applications, even if built
by different manufacturers during different design
eras. This approach naturally brings a measure of

408/596



future proofing and customer satisfaction to diverse
product lines—including future products that have
not yet been conceived. But more importantly, the
evolution of the interface can benefit from the com-
munity of users and evolve in the wild into something
that could never have been conceived by a single
manufacturer.

The power of this approach is clear, and we believe
that something very much like it will prove to be in
the critical path of our climb up Trillions Mountain.

PUC Testing Results: PUC usability exceeded that
of the actual appliances in time to completion, help
requests and missteps.
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We should caution the reader that although we are
prepared to defend our usage of the term information
architecture in the specific sense that we have defined,
such usage is not universal. People talk about the IA of a
website or of a visualization. But such usages often refer,
not to an architecture at all, but to relatively superficial
(or at least case-specific) decisions concerning the styl-
istic features and look-and-feel characteristics of en-
sembles of coordinated designs. We have no quibble
with this kind of design; it is productive and important.
It is just that it isn’t Architecture. To be worthy of that
term, a pattern must transcend a single project and a
single designer. Designs belong to individual designers;
Architecture belongs to communities of practice.

We earlier posed the question “How does one design
an emergent property?” We are now prepared to offer
an answer. It involves two steps: First, develop and per-
fect an architecture. Second, subject your architecture to
market forces. This recipe, of course, is flippant. But it
captures an essential point. Architecture and evolution-
ary processes are the Yin and the Yang of complexity
design. We believe that this is how Nature works, and
that it is the only tractable approach to designing any
system whose aggregate complexity vastly exceeds the
bounds of human cognition.

410/596



Information architecture transcends almost every
other issue in the field. By its use, one can give informa-
tion an essential structure that permits it to flow and re-
combine freely, much as the structure of the genetic
code provides a corresponding liquidity for the informa-
tion of life. Getting it right is vitally important because
the result will be an incalculable increase in the value of
all the world’s information as we move onto Trillions
Mountain.
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Architecture on TV
Many of your favorite television programs, whether
serious drama or situation comedy, have a written
document associated with them that illustrates the
importance of Architecture. The document is called
“the bible” of the show. It’s not the script of any spe-
cific episode. Rather, it’s a detailed description of the
show’s DNA, so to speak—the set of premises upon
which episodes of the show are built. The bible con-
tains, for example, a comprehensive description of
each character: his or her physical appearance, key
biographical points, salient personality traits, major

behavioral quirks.3 It also delineates the basic dra-
matic premises of the show and the relationships of
the characters to each other.

If you know the show’s bible you know, perhaps, that
two of the characters have had a love affair in the past
and that some of the other characters know about it
and some don’t (these facts may or may not ever be
made known to the viewers). You know that in a cer-
tain kind of situation, character A would likely do X,
might occasionally surprise us by doing Y, but would
never do Z. You know that certain situations will arise
all the time and certain other situations will rarely or
never arise. And you know that the show’s drama has
a clearly defined tonal range. That range might
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occasionally be extended to accommodate P, but Q
would be a fatal violation of the show’s tone.

The bible is the show’s architecture. It is not a script.
You can’t watch it. But it provides coherence and con-
tinuity across episodes. And if the bible is not care-
fully produced and logically consistent, its failings
will sooner or later play havoc with the show. Signific-
ant gaps or contradictions will eventually surface as
episodes that “do not compute,” in which characters
behave without proper motivation, striking wrong
notes and doing things that are unbelievable or just
plain wrong.

ARCHITECTURE AND
DESIGN SCIENCE

Before we leave the topic of Architecture, we would like
to make one final point. It concerns the relationship
between Architecture and the idea of design science. All
true sciences have two facets: the observational and the
theoretical. What distinguishes science from its “natural
philosophy” antecedents is less in the observational than
in theoretical. Prescientific data collection was often
both comprehensive and thorough. Its practitioners
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were prodigious producers and collectors of data. What
was lacking were the techniques of abstraction and
mathematical generalization that permit us to make
simple statements about vast swatches of information.
Isaac Newton is rightly known as the father of modern
science precisely because he showed the world how a
few lines of equations can capture fundamental truths
with more precision and to far greater useful effect than
any mere list of observational facts, no matter how volu-
minous or carefully collected.

If design science is going to be more than mere pre-
tension, it must develop work products that exhibit the
same powers of abstraction and generalization as do the
differential equations of the physicist and the periodic
table of the chemist. As we hope we have made clear,
capital “A” Architecture is the medium for such general-
ization. It is by definition transcendent of particular in-
stances and thus intrinsically abstractive. And generaliz-
ation goes hand in hand with generativity. As we face
the task of sculpting a future of unprecedented complex-
ity, Architectural principle will sketch the outlines and
market forces will fill in the innumerable details.

1 Or until some windblown vine was tied into one by
chance?
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2 We’re using this word broadly, to mean “creator of
artificial structures,” not in the narrow senses of
“graphic designer” or “industrial designer.”

3 The resemblance of these character sketches to the
user “personas” frequently developed by interaction
designers is not coincidental.
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CHAPTER 8

Life in an Information
Ecology

If you wish to make an apple pie from scratch, you
must first invent the Universe.

—CARL SAGAN
A humane and vibrant trillion-node world will result
only from principled design, but not design in the sense
that most people understand that term. Like the global
financial economy, the trillion-node world will be a
deeply complex ecology, not simply a collection or even
a “patterned arrangement” of devices, information,
power, and so on. An ecology carries with it a lot of em-
bedded—often implicit—information about how things
are related—not just what the things are. The ecology re-
veals who lives with whom, who eats whom, what hap-
pens to waste, how things are born and die, where the



energy comes from, how things become aware of the
other things around them, how new needs are recog-
nized, opportunities to colonize, threats about being col-
onized . . . and much more.

An ecology has no “authority” serving as a central
control. It is self-regulating in much the sense that a
market economy is self-regulating. Yes, outside forces
can tinker with it, resulting in a shift in the ecology’s
equilibrium position. But too much tinkering results in
its actually becoming a new or different ecology or, at
the extreme, a catastrophic failure.
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Small World
By Joe

The simplest example of an ecology in my personal
experience is the fishpond in my backyard. It was
there when we bought the house about ten years ago.
At first it seemed like a big responsibility to keep it
clean, feed the fish, fertilize and prune the water
plants, and make sure the water chemistry was right.
Then I had a heart-to-heart with a guy from the local
“water garden” shop who knew much more about
these things than I do. It turns out that by trying to
“be in control” I was making my life harder than ne-
cessary and doing the pond no good. My oversight of
this little world was much easier than I had imagined.
It’s true, we still have to filter the water (automatic-
ally) and clean the pond (just once a year) because a
fishpond is a somewhat artificial ecosystem. It is
bounded (by the edge of the pond) and the water sup-
ply is artificial (city water), so it doesn’t have the full
resources of a natural fishpond, and we have to do a
bit of tweaking to make up for those differences—and
we do have a great blue heron that lives at the lake of
a nearby park and sometimes visits us for easy fish-
ing. But life in the pond goes on. And if the life is bal-
anced—the right number and kind of fish, and the
right number and kinds of plants, not too many visits
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from the heron—they pretty much take care of each
other, and you almost never have to feed the fish. The
plants live off the chemicals in fish poop, and the fish
nibble at the plants and small critters that grow on
them, and the water never gets cloudy.

The important thing is that unlike a simple “arrange-
ment” of things, you can’t add, subtract, or change
one thing in an ecology without causing ripples in the
existence of other things. In order to live in the eco-
logy of the next computing paradigm, the designers,
users, sellers, and consumers must behave in an eco-
logical way or risk extinction. It’s not necessary that
everyone have a deep understanding of this, but the
design scientist must. And even the surface under-
standings that most people rely on to get through
their daily lives have to be built on top of a deep un-
derstanding on the part of the environment’s
architects.

COMPONENTS
Any person or firm that desires to be an active parti-
cipant in creating, influencing, or making money from
the information ecology will have to become familiar
with ecological principles and the properties of
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ecologies. It will be necessary to know how to recognize
an ecology when you run into one—and to understand
what’s missing when a claimed ecology is not working
(too much fish food clouding the water?). It may be
rightly claimed that the ordinary user in the ecology
need not have such a level of understanding. We don’t
want the technology to become a barrier to those who
will enjoy its benefits, and the working of an ecology
does not depend on conscious meta-thinking by all of its
participants. But the players who will make money in
such a world will be precisely those who do get good at
such top-down awareness. What we should expect to see
from such a vantage point are four main components of
an ecology:

1. The life forms

2. The currency

3. The architectures

4. The environment

The Life Forms: Devices
In an information ecology, information devices are the
equivalents of life forms. They are animate, and they
consume energy and other resources. There will be
simple life forms that perhaps do no more than
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announce their presence by the exchange of informa-
tion. There will also be complex life forms that process
information, transducers that convert energy into in-
formation or vice versa, and devices that represent in-
formation in such a way that humans can interact with it
or simply be informed by it.

Devices don’t exactly eat each other, but they cer-
tainly do compete in the marketplace. Moreover, one
lives off another by consuming or otherwise processing
the information that the other produces or leaves be-
hind. Over time more organizations will recognize that
even their waste data can be aggregated, recycled, and
turned into value for other life forms. For instance, a
manufacturer of home appliances may have a sensor
built into its washer and dryer to detect if someone has
entered the laundry room. This small bit of information
may be used to help conserve energy and turn on the ap-
pliances’ displays when a user is present. After this bit of
data about presence is used, it may be thrown away.
Imagine, however, an organization that provides elder-
care services to homes. The waste data about movement
in the laundry room may be highly valued information
to them. Knowing whether an elderly parent has moved
around in the last few hours could be the difference
between life and death. The cost of exposing that in-
formation may be minimal to you, yet it could turn out
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to be a valuable asset to other members of the informa-
tion ecology. Devices form an ecology when they all
share, trade in, consume, and transform some common
element, generically categorized as the currency.

The Currency: Information
Complex interconnected systems require a currency. In
Joe’s fishpond, the currency comprises the carbon-
based molecules that constitute the cells of plants, fish,
and all the other critters. Those living devices process
the molecules for energy, to grow new cells, and to dis-
card waste.

A currency is something that embodies value, can be
exchanged on the basis of its value, and can be trans-
ferred from place to place. In the world economy, the
currency is money, not a thing of value in itself but a
carrier of value, a surrogate of value.1 Finally, the cur-
rency must be fluid—easily flowing from place to place
or situation to situation—in order to bind the ecology to-
gether. It is what makes the ecology a single system
rather than a mere aggregation. If currency is hoarded,
it is unproductive and does nothing to increase the over-
all value of the ecology. In a balanced ecology, nothing is
wasted. Each actor has an essential freedom of action,
and so is free to discover and exploit locally available
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resources that would have been overlooked and thus
wasted by a system that relied upon centralized control.
If you’re not fast, you become food. And there’s no be-
grudging the discarded waste that somebody else finds
useful.

Information Architecture and Device
Architecture

The architecture of an ecology sets the rules of the game
by which the life forms or devices exchange and process
the currency. If the currency of the ecology is thought of
as a sort of a language for communicating among the life
forms, then the architecture is the syntax of that lan-
guage. In biology, the architecture has two facets: On
one hand there is an architecture based upon DNA,
chromosomes, and genes (among many other struc-
tures). This is basically an information architecture (IA),
in that it comprises a structure for the storage, replica-
tion, and interpretation of the patterns necessary for the
creation of new organisms. On the other hand is what
we might call an organism architecture, comprising the
patterns of physical structure—cells, organs, bilateral
symmetry, and all the other usual techniques used by
biology to build the machinery of the living world.
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A true ecology of information devices will inevitably
exhibit the same two-faceted structure. It starts, as we
have seen, with an IA based upon a well-defined notion
of information objects, mediated by universally unique
identifiers (UUIDs). Out of these primitives, it is quite
possible—even relatively easy—to rebuild all of the
standard data structures that have evolved over 50 years
of writing code for stand-alone computers. This involves
not so much invention as reinterpretation of standard
patterns, but liberated from the computers into the lar-
ger ecology. The equivalent of organism architecture is
what we call device architecture (DA). Made up of things
like application program interfaces (APIs), modular
packaging standards, and the like, the DA guides the
evolution of the ever larger and more complex systems
that will evolve within this new ecology.

These architectures are not laws or any other kind of
coercive mechanism. They work with carrots, not with
sticks. They operate like the lines painted in a parking
lot. Their mere presence tends to result in drivers doing
the right thing all on their own. You don’t need traffic
cops or physical barriers. You just need to establish the
proper patterns. People then (mostly) follow them in
their own self-interest. In the case of the parking lot, the
evidence of the architecture is boldly there for all to see.
Such is not always the case. Sometimes the architecture
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is hidden or subtle. Such architectures depend upon
professional training and the existence of healthy com-
munities of practice for their effectiveness. The evolu-
tion of such communities is an indispensable compon-
ent of our expedition up Trillions Mountain.
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Rock, Paper, Scissors
By Mickey

A friend of mine seems to be obsessed with using the
game of Rock, Paper, Scissors to settle just about any
dispute that arises in our team meetings. Many
people think Rock, Paper, Scissors is a simple game of
chance. Everyone knows the rules: rock breaks scis-
sors, paper covers rock, scissors cut paper. Since it
seems random, most of us just decide to play a favor-
ite; I usually play rock, as an opening gambit. Sure
enough, every once in awhile I get lucky. I’ve noticed
that most of the time though, my friend wins.

I decided to find out why he wins far more often than
he loses. I discovered that the game of Rock, Paper,
Scissors isn’t entirely a game of chance. Nor, to my
surprise, is it just a one-off idea for a game. I always
assumed that some kids just thought the game up
back during the Depression or something, when they
couldn’t afford fancy games like Go Fish.

Before I get to the part about chance, though, I’d like
to delve into the second discovery. Rock, Paper, Scis-

sors actually has a hidden architectural richness.2 It is
an example of a category of patterns that are called
strange loops. Douglas Hofstadter explained the
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underlying architecture of these sequences in his
book Gödel, Escher, Bach.

A Strange Loop

In a strange loop, each part of the sequence is linked
to another but there is no highest or lowest level as
there is in a hierarchy. Unlike a deck of cards, where
there are clearly high-value and low-value cards,
when you play Rock, Paper, Scissors there is no single
element that sits at the top of the stack. Think of
Escher’s illustration of a hand emerging out of the pa-
per to draw a hand, emerging out of the paper to draw
a hand. Bach’s musical composition “Canon a 2, per
tonos” is another. Bach used an auditory illusion,
similar to a phenomenon called Shepard Tones that
convinces our ears that the tones of the music are
climbing ever upward in pitch and yet never actually
get any higher. A strange loop is a sort of feedback
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loop that shifts paradoxically across levels. You can
experience Shepard Tones—the auditory illusion of
escalating pitch online at http://trillion.maya.com/
Shepard_tones.

Other cultures have Rock, Paper, Scissors games of
their own. An Indonesian game called Earwig, Man,
Elephant follows the same rules. Even Nature gets in-
to the game: Analogous rules are in play with three
variations of bacteria within the digestive system of
mice. In Nature the rules of the game modulate sur-
vival among each bacterial colony.

When I realized that Rock, Paper, Scissors had an un-
derlying architecture, and that many other systems
reflect the same pattern, it was exhilarating. Not only
did it help me to recognize related patterns, but also
to predict new applications of the architecture. This
realization made me understand that a good architec-
ture is generative. It is like fertile soil in a vibrant eco-
logy. It permits the growth of new organisms and
constrains and suggests what might grow in the
future.

In our work we often find that an existing informa-
tion system has been built as a monolithic solution
that jumbles the raw plumbing of the system with the
business process and the way customers interact. This
leads to opaque, brittle solutions that usually expose
the complexity of the underlying implementation
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directly to the user. It also makes it difficult for the
system to be generative and often nearly impossible
for it to evolve with new delivery platforms, new un-
derlying systems, or new business realities.

The category of architecture that we term information
architecture, or IA, has the potential to frame those
underlying business activities in a more fruitful way.
It gives us predictive power over what might be and
supports far more agility to react to changing needs in
the marketplace. It also acts to mediate between the
raw complexity of the underlying machinery and the
way the user interacts with the system.

As we have said, we characterize information archi-
tecture as “everything you can define about a system
without knowing the underlying machinery that will
make it work, or the interface you will use to commu-
nicate with the system.” Looking at a system in this
way frees you to think about what you really care
about, and what you deliver to your customers—no
matter the underlying machinery or current vogue in
user interface. The IA becomes an island of stability
for your system as well as your users’ experiences.

Back to my discoveries about Rock, Paper, Scissors: If
you play the game over and over again you begin to
see that people often reveal nonrandom preferences
that masters like my friend can exploit. For instance,
it is said that casual male players often lead by

429/596



choosing rock (something is usually mumbled here
about how it is more masculine and shows power). It
is also claimed that scissors are thrown less often
than rock or paper (maybe it has to do with human
dexterity). When you combine these two insights, you
conclude that leading with paper is a winning
strategy. No doubt other subtle patterns of strategic
value are hidden in the nuances of when to “hold” and
when to “change.”

The game of innovation has similarities to Rock,
Paper, Scissors in this regard as well. Many busi-
nesses treat innovation as if it were a game of chance
alone and wind up missing the resilient underlying
patterns their inventions imply. Others learn to read
the signals coming from the markets (and more im-
portantly their customers). The best of them explore
the underlying architecture of the problem and dis-
cover its hidden depths, ultimately giving them the
agility and strategic reserves needed not only to play,
but also to change, the game.

The Environment: Human Culture
All of this interplay among life forms, currency, and ar-
chitecture takes place in the context of an environment.
In a bio-ecology, the environment is a multivariate
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aggregation of natural elements, temperature, acidity,
radiation, an abundance or scarcity of chemical re-
sources, and so on. In the information ecology, the en-
vironment is rather different: It is nothing less than all
of human culture. For all of its similarities with Nature,
this ecology was created (or at least initiated) by human
artifice, and it exists to serve human needs.

But just as the environment affects the ecology that it
hosts, so does the ecology affect its environment. Life
has been molded by conditions on Earth, but it has also
transformed the Earth beyond reckoning. Just so, the
emerging information ecology will transform human
culture profoundly. The ultimate nature of that trans-
formation is a story not yet written. But, if the shifts in
human social intercourse wrought by the relatively trivi-
al social networking technologies deployed to date are
any indication, the story of life in the age of Trillions will
prove to be a profound and exciting narrative.

Much of the good news of this book proceeds from
the ecological nature of the trillion-node world. Learn-
ing to describe, understand, and participate in a global
information ecology represents a tremendous opportun-
ity. The new research, experimentation, and education
implicit in this next stage of our technological develop-
ment will spark a second knowledge revolution in which
many of our readers and their children will participate.
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CHALLENGES IN THE
INFORMATION ECOLOGY
This book has two themes that are somewhat in tension.
On one hand, we claim that the information ecology is
upon us whatever we do or don’t do. On the other hand,
we say that it is critical to apply the principles of design
science to guide its emergence. This may strike some
readers as contradictory. But it is really just an example
of the familiar tension between trusting our fate to self-
determining, natural forces and centralized, rational ef-
forts to bend such forces to our will. This is the tension
underlying the conservative/liberal axis in politics; the
subtle balance between free-market economics and gov-
ernment regulation intended to reign in the excesses of
unbridled capitalism. The skills involved are those of the
surfer who sizes up patterns in a wave’s unalterable en-
ergy and rides them toward her own goals. They are the
skills of the entrepreneur with the insight to foresee a
high-leverage branch-point in the chaotic but nonran-
dom processes of the marketplace and to capitalize upon
it for self-profit and social progress.
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Moving a River
In Life on the Mississippi, Mark Twain provides prac-
tical instruction on how significant sections of the
great river might be (and, he claims, have been) relo-
cated by a single individual in a single night:

The water cuts the alluvial banks of the “lower”
river into deep horseshoe curves; so deep, in-
deed, that in some places if you were to get
ashore at one extremity of the horseshoe and
walk across the neck, half or three-quarters of a
mile, you could sit down and rest a couple of
hours while your steamer was coming around
the long elbow at a speed of ten miles an hour to
take you on board again. When the river is rising
fast, some scoundrel whose plantation is back in
the country, and therefore of inferior value, has
only to watch his chance, cut a little gutter
across the narrow neck of land some dark night,
and turn the water into it, and in a wonderfully
short time a miracle has happened: To wit, the
whole Mississippi has taken possession of that
little ditch, and placed the countryman’s planta-
tion on its bank (quadrupling its value), and that
other party’s formerly valuable plantation finds
itself away out yonder on a big island . . . , and
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down goes its value to a fourth of its former
worth.

Twain’s yarn provides a metaphor for how one must
approach the design of an ecology—information or
otherwise. Like the river, an ecology must be thought
of as a dynamic system of vast aggregate power and
operating according to its own patterns and rules. At
first glance, such systems give the impression of inev-
itability and imperviousness to external influence.
Standing on the riverbank, even at the very neck of
Twain’s horseshoe, would reveal no hint that one was
located at a point of unique leverage and potential
control. Discovering this requires knowledge of the
river’s rules, but also the topsight gained either from
a thorough familiarity with the landscape or else a
well-prepared and properly scaled map.

The designer who aspires to build on the scale of an
ecology must abandon the conceit of absolute control
of her medium and instead seek the abstract under-
standing of the scientist, and then apply this under-
standing to natural processes with the force-subvert-
ing skill of the jujitsu master. We cannot specify an
ecology, but nor are we powerless to affect its
evolution.

We have spoken much about the opportunities apper-
taining to these evolutionary processes, but the risks
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and challenges are always there, too. Some of these chal-
lenges will arrive unanticipated, but others are readily
discernible or already upon us. It is worth discussing a
few of the most obvious of the latter. Of these, three
goals stand out: resiliency, trust, and what we might call
human rightness or perhaps felicitousness.

Resiliency
Every psychology student learns the story of the celeb-
rated Phineas Gage, the nineteenth century railroad
gandy dancer who, having had a 13-pound iron bar pro-
pelled directly through his brain by an ill-timed blast of
powder, was able to speak and walk within a few
minutes, and led a reasonably normal life for 12 more
years (Figure 8.1). Gage did not escape wholly un-
scathed, but given the magnitude of his injuries, his re-
covery was striking.
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Figure 8.1 Phineas Gage and his iron bar

Now, imagine an analogous amount of damage to a
modern PC or smartphone. No. Imagine a vastly smaller
amount of damage—say, some kind of microscopic le-
sion through the device’s circuitry involving only a few
hundred transistors. How would the device survive such
damage? The chances are that it would not survive at all.
In all probability, the device would be junk. It is a credit
to modern engineering that we have learned how to
make such fragile devices reliable. But they are not very
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resilient, which is a different thing entirely. The reliabil-
ity of modern electronic devices depends upon ultrareli-
ability of the devices’ components. The failure of any
one of the billions of transistors in a modern CPU chip
has a good chance of rendering the chip useless, so reli-
ability of that CPU depends on the assumption that
every transistor will work perfectly every time. An anim-
al brain, on the other hand, has an architecture that
makes no such assumption. Quite the opposite. Indi-
vidual neurons are slow, noisy, and unreliable devices.
And yet, a human brain is capable of functioning non-
stop for a century or more, while sustaining serious ab-
use along the way. This is resiliency at work.

We see from these examples that there are two differ-
ent approaches to achieving robust systems: bottom-up
ultrareliability, and top-down resiliency. The computer
industry has so far mostly relied on the former.3 But in
the coming information ecology, the former will not
work. None of the techniques that have allowed manu-
facturers to make it work—centrally controlled choices
of components; uniform manufacturing environments;
mass-replication of nearly identical vertically integrated
systems; factory-level unit testing—will characterize the
age of Trillions. Creating large, complex systems will be
less like factory manufacturing and more like growing a
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garden. One will plant, cultivate and prune—not expect-
ing every sprout to blossom.

So, the cultivation of resilient systems will be a major
thrust as we learn how to build in the new technological
landscape. Where does resiliency come from? There are
many answers to this question, but three characteristics
have particular importance. These are redundancy, di-
versity, and stochastic processes.

Redundancy
In Nature, there are no singletons—there is never just
one of anything. Everything is massively replicated.
Andrew Carnegie advised that one should “put all your
eggs into one basket—and watch that basket.” This may
have been good advice for a nineteenth-century robber
baron, but it is not Nature’s way, and it is not good ad-
vice for a twenty-first-century information ecologist.

Component redundancy can effectively protect
against some failure modes, but it is powerless against
certain others. In particular, if a design flaw or system-
atic manufacturing defect introduces a vulnerability into
a component, the redundant deployment of that com-
ponent will just make matters worse. As an obvious ex-
ample of this, the extreme amount of standardization
within the PC world on the Windows operating
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system—for all its advantages—is largely responsible for
the sorry state of security on today’s Internet.

Diversity
Protecting against this class of threat requires not just
redundancy, but also diversity. Actually, diversity is it-
self a kind of redundancy—a redundancy not just of de-
ployed components, but also of the design of those com-
ponents. It is redundancy up a level of metaness. No
ecology—natural or technological—can thrive for long
without genetic diversity. Relying on a single vendor’s
solution—whether it be a particular integrated circuit or
an entire operating system—as a de facto standard is the
“cheap” and dangerous path toward standardiza-
tion—we follow it at our peril. A trillion nodes with a
high incidence of common defects would be setting us
up for a disaster of unprecedented proportions. We
must learn how to preserve and encourage diversity as
we build toward the pervasive future. But here too, ham-
handed attempts to follow this advice are likely to lead
to new problems. The challenge is to preserve diversity
while simultaneously achieving the uniformity of experi-
ence—both for end users and for those who deploy and
maintain systems on their behalf—that will become a
practical and economic necessity in the age of Trillions.
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It is here, once again, that architecture becomes im-
portant. A properly layered architectural approach to
systems design tends to focus attention not merely upon
making something work, but upon functionally specified
subcomponents with well-defined requirements and in-
terfaces. Such specifications are, as we have seen, essen-
tial to device fungibility; and fungibility among inde-
pendently developed equivalent implementations in the
context of a free market of components is the royal path
to diversity.

Stochastic Processes
Mainstream computing can trace its ancestry directly
back to the giant calculator era of computers. As a res-
ult, numerical accuracy is an integral part of the DNA of
the industry. If anything can be said about computers of
virtually all stripes it is that they don’t make errors in
arithmetic. Getting the same answer every time is axio-
matic. This may seem like a strange constraint to relax,
but trading off precision and determinacy for resiliency
will become an increasingly important part of the sys-
tems designer’s repertoire of techniques as ecological
computing takes hold. Stochastic processes—those that
have some random component and thus are non-
deterministic—are forced upon us by the tyranny of
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large numbers and by certain computational operations
that are unavoidably expensive. A prime example of the
latter involves what is known as “transactional consist-
ency.” To make a long story short, this refers to the op-
eration of making sure that some piece of replicated in-
formation has consistent values in all of the places it is
stored. This turns out to be a very expensive guarantee
to make, computationally speaking. As a result, it needs
to be avoided when possible, and that usually means
compromising moment-to-moment consistency.
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Transactions
By Pete

When computer scientists use the term transaction,
they are referring to a very specific and mathematic-
ally precise operation between two spatially separated
computing devices. Such transactions are the minim-
um operation necessary to guarantee that a piece of
“‘state” (think “item of information”) in one machine
is consistent with a similar piece of state in a second
machine. For example, before an ATM machine
agrees to dispense some cash from your banking ac-
count, it (obviously) phones home via a computer
network to a master computer back at the bank’s data
center to make sure that your balance is sufficient to
cover the withdrawal. It then gives up the cash and
debits your account by the appropriate amount.

But it is a little more complicated than that. What if
your husband—somewhere across town—were to at-
tempt a similar withdrawal at exactly the same time?
Couldn’t you get lucky and have the “sufficient funds”
check succeed for both of you if the steps of the with-
drawal happened at just the right times? The answer,
of course, is “no,” and making sure of this is what
transactions are all about. Between the time that the
first machine makes its request and when the account
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is debited, the bank’s system puts a lock on your ac-
count, so that your husband would be forced to wait
for his money. When the first transaction is complete,
an all-clear message goes out to release the lock.

As it turns out, that lock operation is expensive, and it
is expensive in a way that no amount of additional
computing power or cheap disk space will ever fix. A
moment’s thought will show that any possible ap-
proach to implementing this lock will require at least
one round trip exchange of messages between the two
machines. But Albert Einstein taught us that no mes-
sage can travel faster than the speed of light. That
may not sound like much of a constraint, but it turns
out to be a huge bottleneck, and one determined not
by how fast we manage to make our computers run,
but by the laws of physics. Computers will get faster,
memory will get cheaper and more abundant, but
transactions will never get easier.

If this seems counterintuitive to you, you are not
alone. I have spoken about this many times, including
to gatherings of highly sophisticated engineers.
Whenever I do, I always give the audience the follow-
ing challenge: “Without doing a calculation—just us-
ing your intuition—estimate the maximum number of
round-trip messages per second that could possibly
be exchanged between New York and Los Angeles, as-
suming that the speed of light is the only constraint.”
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In audience after audience, I get estimates ranging
from a few thousand to a few million. The correct an-

swer is 38.4 This number represents an absolute up-
per limit on the sequential transaction rate at this dis-
tance. By the standards of computing this is ex-
traordinarily slow. Transactions are a scarce resource
indeed, and this is not going to change.

Any designer whose intuitions are that divergent
from reality is in trouble. The fact that the engineers
designing our future have such consistently bad intu-
itions about a process so basic to computing in the
age of Trillions speaks volumes about how uncharted
is the territory into which we are marching. Climbing
Trillions Mountain is going to require some different
thinking.

An example of this can be found in the massive server
farms that lie behind giant, high-volume websites. If you
watch carefully the behavior of a large, rapidly changing
site—cnn.com, for example—you might notice that if you
access the site using two identical web browsers at
roughly the same time, you will occasionally see differ-
ent information. This, as you probably know, is because
such websites are not served from a single giant server,
but rather from farms of thousands of independent ma-
chines. Updating all those machines takes time, and ex-
actly what you get at any given instant depends upon the
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luck of the draw. These machines could be explicitly
synchronized every time a change is made, but this
would be at the expense of bringing everything to a
screeching halt during every change. We would find
ourselves back to the days of the World-Wide-Wait. The
designers of these server farms chose to sacrifice a bit of
consistency (a kind of accuracy) for a lot of perform-
ance. Similar tradeoffs will become an inevitable part of
a successful information ecology.

Trust
Our willingness to embrace a technology or a source of
information (and therefore their market viability) is
completely dependent on our willingness to trust them.
We fly in airliners because we trust that they will not fall
out of the sky. We rely upon physical reference books
found in the library because we trust that they are not
elaborate forgeries and that their publishers have prop-
erly vetted their authors. But trust is a relative thing. We
trust—more or less—well-known websites when we are
shopping for appliances or gadgets. But we are more
careful about things we read on the Internet when the
consequences are high. We consider web-based sources
of medical information, but we do so with caution. We
tend to discount random political rants found on
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personal blogs. We trust not at all e-mail from widows of
former Nigerian ministers of finance. Wikipedia has
earned our trust for many routine purposes, but would
we be willing to have our taxes calculated based upon
numbers found there? Similarly, we trust consumer
computing devices5 for surfing the web, for TiVoing our
television programs, and perhaps for turning on our
porch light every evening, but we do not trust them to
drive our cars or to control our cities.

As these examples illustrate, our requirements for
trust vary proportionately with the criticality of the ap-
plications. The average level of trust of the Internet or of
consumer computing devices is fairly low, but this is ac-
ceptable since we do not yet use them for the things that
really matter. As we have seen, this is about to change,
and so the stakes with respect to trust are going up.

Where does trust in a technology come from? This is
yet another question with many answers, but some obvi-
ous ones involve reputation, provenance, and security.
These three are intimately related. Reputation is prac-
tically synonymous with trust itself. Other than personal
experiences, which are inevitably limited, what basis do
we have for forming trust besides reputation? But, there
can be no reputation without provenance. An anonym-
ous note scribbled on a wall can almost never be trusted,
simply because we know so little about its origin.
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Similarly, material obtained from today’s peer-to-peer
file sharing services is inherently untrustworthy. There
is, in general, no way of knowing whether a file is what it
claims to be, or whether it has been subtly altered from
its original. Which brings us, inevitably, to security. Our
confidence in the provenance of an item in the real
world depends critically on one of two things: We be-
lieve that an object is what it seems to be either because
it is technically difficult to duplicate, or because its his-
tory is accounted for. Dollar bills are an example of the
former, and a fork once owned by George Washington
might be an example of the latter.

As these examples suggest, most traditional ap-
proaches to security are tied to physical attributes such
as complex structures of various kinds or brute-force
barriers to entry. These familiar approaches have also
formed the basis for the security of information systems
in the great majority of cases. It is true that “private
places” in cyberspace such as web-based services are
“protected” by passwords, but as a practical matter,
most private data are protected via physical security. We
protect the contents of our PCs by keeping strangers
away from them. We keep our cell phones and our credit
cards securely in our pockets and purses. Large corpora-
tions keep their data crown jewels locked away in data
center fortresses.
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But there’s a new sheriff in town. His name is “en-
cryption.” Of course, there is nothing really new about
encryption. It has been around for millennia. But mod-
ern computing, combined with modern mathematics
and modern networking, has raised the art of code mak-
ing to both critical importance and—if properly de-
ployed—near perfect trustworthiness.6 This is fortunate,
because on Trillions Mountain nothing else will work. In
a world moving irrevocably into cyberspace, and in
which cyberspace itself will be implemented in a radic-
ally distributed manner, how could it be otherwise?

Encryption is already indispensable to the function-
ing of the Internet. The channels along which our data
flow are and should be considered intrinsically insecure.
Any attempt to “fix” this situation would involve throw-
ing out the baby with the bathwater. A safe Internet
would be a sterile Internet—innovation would cease.
Fortunately, this is unnecessary. End-to-end encryption
is fully capable of providing secure communication over
insecure channels. The same technologies are also cap-
able of meeting the needs of data provenance. Tech-
niques going under the name of cryptographic signa-
tures allow even plaintext data to be reliably identified
as to its source in a way such that any tampering can be
reliably detected. These techniques are mature, and they
are reliable. The problem is that they are at present only
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deployed in very limited settings and for very narrow
purposes. A successful information ecology will require
the use of these techniques to become universal and
routine. They will be the only practical means of security
in the future.

Let us be clear about this point: The time will soon
come in which it will be necessary to almost completely
abandon physical security as a component of our system
of trust. In a world of immaterial, promiscuously replic-
ated data objects, all secrets must be encrypted and
most nonsecrets must be digitally signed. In this world,
if you would not be willing to hand copies of your most
important data to your mortal enemies (properly en-
crypted, of course), then any sense of security you may
have will be illusory. For all practical purposes, this is
already true. If you are a user of any of the so-called
cloud computing services, or any other network service
for that matter, your precious data pass through many
hands on the way to that service, and not all of them are
necessarily friendly. The world we describe simply takes
the next small steps of using encryption routinely during
storage as well as during transport, and then giving up
the illusion of physical security.

These issues of trust, provenance, reputation, and se-
curity don’t apply only to information. In the age of Tril-
lions, they will be equally important when dealing with
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physical devices. This is a relatively minor issue today. If
you go to your local Apple Store and buy something that
looks and acts like an iPhone, you have reason to believe
that it is indeed an iPhone, exactly as Apple designed it.
And so your level of trust in the device should pretty
much equal your level of trust in the Apple brand
(whatever that level may be). On the other end of the
spectrum, if you buy a four-banger pocket calculator at
the dollar store, it may well have no brand at all—cer-
tainly no brand that you will have heard of. You don’t
know or care who designed or built it. As long as it does
correct arithmetic (which in all likelihood it will), what
harm can it do?

But, in the age of Trillions, things won’t be so cut and
dried. When every piece of bric-a-brac will have enough
computing power to do real mischief, the provenance of
trivial things will come to be of concern. Even today,
how would you know if deep inside the CPU chip of your
new Internet-connected TV there was some tiny bit of
unnoticed logic—the result of some secret mandate of
some unscrupulous foreign government—implementing
a latent back-door Trojan horse, waiting for an
innocent-looking automatic firmware update to begin
doing god-knows-what? Has such a thing ever been
done? We have no idea. Is it implausible? Obviously, not
in the least. The odds may be small in any given case.
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But, as we may have mentioned before, a trillion is a
large number. There will soon be a great many places to
hide, and malicious functionality hiding in insignificant
hardware is going to be a whole lot more insidious than
malicious code hiding in information objects. In the fu-
ture, the provenance of mundane objects is going to be-
come of real interest.

This is a serious issue that has not received nearly as
much attention as the protection of information via en-
cryption. Short of X-raying a chip and accounting for
every transistor, it is really not clear how the authenti-
city of a chip that has ever been out in the wild can really
be established. The seriousness of this issue has recently
been brought into focus by a series of incidents in-
volving the discovery of “counterfeit” (actually recycled)
chips in U.S. military electronics. Although it is not clear
that these incidents involved anything beyond an at-
tempt to make extra profit, the potential consequences
of the appearance of enemy Trojan horses embedded
deep into military hardware needs no elaboration. How
these risks can be addressed is an open question. For-
tunately, the very problem may prove to contain the
seeds to its own solution. There already exist electronic
shipping tags that, when attached to crates containing
high-value cargo, monitor them for rough handling and
other physical abuse, and in some cases even track
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exactly where the items have been and when. It seems
plausible that the kind of supply-chain transparency
that such technologies make possible may become a
routine and essential part of establishing and maintain-
ing the provenance of even commodity products.

Felicitousness: Designing for People

I recently came across a short story I wrote back in
high school. It was an apocalyptic tale of a nuclear
war fought in some vague future epoch. The twist was
that the war was fought by automated systems cen-
turies after humanity was wiped out by a viral epi-
demic. Evidently my adolescent taste for irony blos-
somed earlier than any sense of literary merit. In any
event, the story serves admirably as the antithesis of
the story we are trying to tell in this book.

—Pete

The information ecology that we have been sketching in-
volves a kind of automation, but it is not the automation
of a lights-out robotically controlled factory, or of the
missile system in Pete’s story. Far from being a system
apart from humanity, it will be a seamless symbiosis
between human and machine systems.7 In this respect,
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it is more like a home or a city than it is like a factory.
This is a crucial point, because it gets to the heart of why
pulling off the next 50 years is going to be a challenge.
In a nutshell, the challenge is this: We are facing an en-
gineering project as big as any that humanity has ever
faced, but the system being engineered will be as much
human as it is machine. The trick will be to insure that it
is also humane.

At the time we are writing, the current next big thing
(that is to say, the thing for which it is currently easiest
to obtain venture capital) is any Internet business plan
containing the words social networking. This is just the
latest in what will prove to be a very long row of profit-
making dominos that the industry will knock down
more or less one at a time, but at an ever-increasing
rate. But it is a fortunate one at the present juncture,
since it focuses the industry on the basic issues of hu-
man interaction, which is where the important develop-
ments are going to lie from now on.

Networks of Trust
Before we leave the topic of trust, we should explore the
increasingly important notion of networks of trust.
People have always participated in multiple, overlapping
communities of various kinds. But prior to the mass
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Internet, the number of such communities available to
any individual was as a practical matter very limited,
and usually very local. There was family, and neighbor-
hood, and work, and perhaps church or fraternal lodge
or knitting club or Boy Scout troop. All of these were
community based, which basically means that every-
body pretty much knew everybody else—at least well
enough to size them up for trust purposes. If your in-
terests spilled out beyond your local community, then
you were more or less reduced to magazine subscrip-
tions or mail-order society memberships, both of which
were largely one-way read-only relationships.

But, from its earliest days, the Net has been changing
all of that. Arguably, the very first practical use to which
the early ARPAnet was put was to support a dozen or so
“mailing lists,” which were in fact topically grouped net-
works of people who used mass-emailings to form
something new in the world: persistent, intimate, real-
time discussion groups made up of total strangers.8 In
other words, the very first computer networking was so-
cial networking. And, suddenly, the number of social
networks that one could belong to was no longer limited
by geography, but only by one’s enthusiasms, energy,
and willingness to stay up late.

What was striking about these early online com-
munities, and all that have followed, is that they quickly
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lead to new kinds of interpersonal relationships. Instead
of gaining a broad understanding of other people, one
gains a very deep understanding about very narrow
slices of other lives. You may have one circle of friends
whom you would trust intimately if you were repairing
your antique motorcycle, and another whose advice
about New York City nightlife is beyond reproach. On all
other topics, you wouldn’t know these people from
Adam and would trust them even less. And yet, for the
matters for which you do trust them, the level of trust is
often far higher than would be the case with generic
friends. And, it must be remembered that these kinds of
microcommunities-of-interest exist in vast numbers and
on just about every conceivable topic. This democratiza-
tion of access to specialized knowledge is where the real
significance of social networking lies. Just as mobile ac-
cess to Google has destroyed the bar bet by giving every-
one instant access to any fact, the emerging vast web of
trust networks has given everyone access to expert opin-
ion and judgment.

The notion of networks of trust is also important in
the implementation of systems of data provenance. As
we have already seen, the ability to judge the trustwor-
thiness of a document is dependent on the ability to
have trustworthy knowledge of who wrote it. But, most
documents are written by strangers, so the problem
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reduces to deciding whether you can trust a stranger.
How do you do this? Basically, you need to find a path
through a network of trust. If the document is written by
a friend of a friend whom you trust, that is often enough.
But theories of “six degrees of separation” notwithstand-
ing, finding such a path on the interpersonal level is of-
ten not practical. What is needed is connectors—aggreg-
ators of trust. There is a name for such aggregators.
They are called publishers. If you strip out incidental
(and increasingly irrelevant) functions like printing and
warehousing physical books, the essential residue of
what commercial publishers do has everything to do
with vouching for authors. Given two books by equally
obscure authors, are you more likely to trust the one
that was self-published, or the one that was published
by a major publishing house? This function of vouching
for authors will be at least as important in the new in-
formation ecology as it has been historically.

Privacy
This is a tough one. On one hand, there is the position
epitomized by Sun Microsystems’ CEO Scott McNealey’s
infamous 1999 pronouncement that “You have zero pri-
vacy anyway. Get over it.” When video cameras are the
size of pinheads and cost approximately nothing, it is
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sometimes difficult not to conclude that the jig is up.
And, it can’t be denied that everyone from subway riders
to FedEx delivery men are thinking twice these days be-
fore misbehaving. On the other hand, we have all read
1984, and it is hard to get that one out of your head.
Maybe the path we are on is just not acceptable. We just
don’t know. But, what we do know is that whether or not
we choose to treat a modicum of privacy as a basic hu-
man right, we have to acknowledge it as a basic human
need. And even if not, it still seems obvious that simple
prudence dictates that we cede control of much personal
information to the individual to whom it appertains.
Sooner or later, we think, there is going to be pushback
from consumers, and purveyors of information products
and services will ignore privacy issues at their peril.

For all the wonders that pervasive computing will
bring, it must be admitted that it will not in the natural
course of things be very good for privacy. These negative
side effects of a generally positive technological trend
are analogous to the air and water pollution that inevit-
ably accompanied industrialization. They can’t be en-
tirely avoided, but they can and must be mitigated.

Amid the circus of the O.J. Simpson murder trial, a
lot of people were more than a bit startled to discover
that every swipe of those hotel room keycards is recor-
ded and subject to subpoena. Similarly, if you lose your
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ticket when parking in an airport parking lot, you might
be surprised to learn that the management will know
how many days you have been parked, courtesy of the
automatic OCR (Optical Character Recognition) per-
formed on your license plate. Both of these examples are
old news. The new situational awareness technologies
that are becoming practical every year are beginning to
boggle the mind. And, of course, we have been focusing
only on the physical world. The ability to surreptitiously
collect data in cyberspace is too obvious and too well
known to require comment here.

As in every other technological revolution, some kind
of middle ground will have to be carved out over time,
and doing so will very likely require the force of law in at
least some cases. But once the consequences of these
new capabilities begins to sink in, we suspect that there
will be enough consumer objections with enough negat-
ive effect on the corporate bottom line that, even
without government action, being privacy friendly will
soon acquire as much cash value as being environment-
ally friendly already has.

Empowering Power Users
The early days of the PC were a classic case of a solution
in search of a problem. It was pretty obvious that a
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computer-on-your-desk was an exciting prospect and
had to be good for something. But what? Storing recipes
perhaps? We were in a hunt for a killer app. When we fi-
nally found one in the late 1970s, it was at first a bit sur-
prising. It turned out to be something called VisiCalc.
VisiCalc was basically a glorified financial calculator, but
it had two features that are critical to our story: First, it
had an architecture. Better yet, it had an architecture
tied to a good metaphor. The metaphor was that of a fin-
ancial spreadsheet—a grid of rows and columns forming
cells. These cells were (literally) little boxes into which
one could put numbers and text. If this sounds familiar,
it is not coincidental. Spreadsheets are a microcosm of
the data container idea that we have been discussing
throughout this book. By labeling columns with letters
and rows with numbers, each cell was given a unique
identity (albeit only unique within a given spreadsheet)
that permitted it to be referred to independently of its
contents. It was a simple, powerful concept that made
sense to business users. Second—and critically—VisiCalc
was scriptable. It wasn’t so much an application as a box
of Lego blocks. It did almost nothing out of the box, but
it was relatively easy to build highly specific appliances
that fit like a glove into the workflows of particular of-
fices and did a far better job of meeting the myriad
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needs of those offices than could any canned accounting
package.

This is a good story, but it may strike you as being out
of place in a section about social processes in pervasive
computing. But the story is essentially social. To see
why, we need to point out one more fact about spread-
sheet programs: Many users who routinely employ
spreadsheets really don’t understand them very well. Al-
though developing new spreadsheet appliances is relat-
ively easy when compared with writing a computer pro-
gram from scratch, it is still a somewhat arcane process
requiring certain specialized skills and a certain tem-
perament. Most people prefer to just get on with their
jobs. The true breakthrough of the spreadsheet program
was that it empowered the former to support the latter
(Figure 8.2). Many people would rather have a root
canal than create an elaborate spreadsheet. But every-
body knows the wizard down the hall who is great at it
and loves the challenge. These aren’t programmers, they
are scriptors—paraprogrammers.
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Figure 8.3 Developers serving scriptors serving users

This story of Architecture empowering people to help
each other in intimate local settings is of crucial import-
ance in envisioning how the coming information ecology
will operate. Both the sheer scale of the systems we will
be deploying and their vast diversity and sensitivity to
local conditions simply precludes any deployment and
support system that does not have the essential charac-
teristics of locality and interpersonal communications
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that is epitomized by the end-user/power-user axis. No
Geek Squad is going to suffice to come into your house
every time you want to rearrange your furniture (which,
being information devices like everything else, will be
part of the fabric of your local information environ-
ment). A lot of that kind of thing will have to take care of
itself. For most of the rest, it is your geek nephew, or
your friendly next-door neighbor that will be your go-to
person. This is a fundamentally social process, but one
that is enabled by subtle and deliberate design decisions
by the device and information architects who conceive
and cultivate the DNA of these new life-forms.

1 Indeed, in the final analysis, money is a carrier of
information.

2 Note by Pete: I first learned this game during my
juvenile infatuation with James Bond novels. Ian
Fleming used it as a high-drama plot device in the
opening pages of You Only Live Twice. The effective-
ness of the game for this purpose in Fleming’s cap-
able hands relies upon the psychological subtleties to
which Mick alludes.

3 The original architecture of the Internet being a
notable exception.
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4 186,282 miles/second divided by 4,900 miles
(round trip).

5 By this we mean computers not tightly controlled
by IT professionals, as opposed, say, to those located
in a bank’s data center.

6 It is true that the development of a practical
quantum computer would compromise this trust-
worthiness, but such a breakthrough is not immin-
ent; and, if and when it does happen, the same tech-
nology will no doubt provide new tools for the code
makers as well as the code breakers. Moreover, the
significantly more mature techniques of quantum
key distribution, which rely on the process of
quantum entanglement, are believed to be funda-
mentally impervious to any possible attack.

7 If you doubt this, walk down a busy street in any
city in the world and estimate the percentage of
young people who are visibly attached to some piece
of information technology. Then, make a similar es-
timate for the percentage with some kind of body
modification. Can there be any doubt that when the
day comes that implantable iPhones become feasible
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(and that day is not distant), a nontrivial number of
people will opt-in?

8 Google Groups has indexed many messages from
these days—going back as far as 1981. It is disorient-
ing and sometimes embarrassing to come across
one’s own footprints in that lost world.
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CHAPTER 9

Aspects of Tomorrow

The only simplicity for which I would give a straw
is that which is on the other side of the com-
plex—not that which never has divined it.

—OLIVER WENDELL HOLMES, JR.
There is a framed poster that has been around MAYA’s
offices from almost the beginning. Its title is
YESTERDAY’S TOMORROWS, and it advertised some
long-past art exhibit featuring old visions of the fu-
ture—skyscrapers shaped like art deco spaceships and
so forth. The image (Figure 9.1) is a useful reminder that
detailed predictions about the future are a fool’s errand
and that one’s efforts in this direction are doomed to
pathos. History is fraught with chaotic and idiosyncratic
processes that determine its salient details, and we are
no better than anybody else at reading those kinds of tea
leaves. We know enough to steer clear. Nonetheless, we



can see no way to make our exit without painting some
sort of picture to provide coherence to the story we have
been telling. So, we will attempt an impressionist paint-
ing—endeavoring to emphasize the essential patterns
that we can see clearly, while avoiding dubious detail.
When we drift too far into specificity, we trust the read-
er to smile at our naïveté and just squint.

Figure 9.1 YESTERDAY’S TOMORROWS
Source: Used with the acknowledgment of the Frank R. Paul
Estate.
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BEYOND THE INTERNET
The Internet will be with us for the foreseeable future.
At its core, it is just too simple and too correct to change
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much. Indeed, the Internet in the age of Trillions is
likely to be even more like the Internet as it was origin-
ally conceived than it is today. At present, the vast ma-
jority of the Net’s traffic is aggregated into a few very
large “pipes” that are operated and controlled by a small
handful of commercial entities. Moreover, these systems
are highly managed, using semi-manual processes and a
great deal of human tweaking. Much of the self-config-
uring and self-healing nature of the original, far flatter
Internet, while still latent in the architecture has little
relevance in its present mode of operation.

We do not predict that the big pipes will go away.
Indeed, they will grow in number and size, but not in
importance. As bandwidth requirements continue to
grow without bound, these trunks will evolve into spe-
cialized services, moving vast amounts of audio, video,
and other very large and/or time-critical data objects in
highly optimized ways. Such optimization will worry ad-
vocates of Net neutrality (a community of which we con-
sider ourselves members), but it will hardly matter. By
the time this happens there will be so many alternative
paths for data to flow that effective neutrality of payload
will have long since been assured. Billions upon billions
of cooperative, Internet-enabled, peer-to-peer devices
will have grown together in an incomprehensible but
very effective tangle of self-configuring arteries and
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veins such that the very concept of an Internet connec-
tion will recede from consciousness.

A much larger percentage of data flow will be strictly
local. No longer will e-mail messages travel across con-
tinents on their way between two cell phones in the
same room. Suburban neighborhoods and urban apart-
ment buildings will enjoy immense intramural band-
width simply by virtue of the devices—wired and wire-
less—owned by their residents. Such short-haul data will
flow as the Internet’s founders imagined—through ever-
changing, self-healing, dynamically determined paths,
whose robustness to hardware failure, changes in de-
mand, and censorship will go unquestioned.

Returning to the analogy of a circulatory system, the
commercial trunk lines will serve as the major arterial
pathways, feeding a vastly larger web of peripheral veins
and arteries formed by individually owned, locally
communicating peer-to-peer devices. All of these
devices will speak today’s Internet protocols, with only
evolutionary improvements. But vast as this network
will be, it will pale in size to a third, even more local
tier—the capillaries of our metaphorical circulatory sys-
tem. Comprising trillions of single-purpose data paths,
many of them trivial in capacity, this layer of the net-
work will lack the generality (and so, the complexity) of
the Internet protocols. Installed and configured by blue-
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collar technicians and consumers, such links will sup-
port data flows in very local settings, more often than
not between an unchanging pair of devices. Not only is it
not necessary for light switches to have the ability to
connect directly to any other device in the world (the
sine qua non of the Internet), it is harmful. Harmful in
two ways: First, as we have seen repeatedly, complexity
of any kind has a cost, and so should be avoided when
possible. More importantly, it is dangerous. The Inter-
net—like all public places—is potentially dangerous, and
always will be. Yes, we can build firewalls, but they will
never be perfect and will very often themselves contain
more complexity than the devices they are intended to
protect.1

We will eschew the complexity of the Internet at the
lowest levels of our infrastructure with good riddance.
But something will be lost. The Internet brings with it
ready-made answers to many difficult questions con-
cerning communications protocols and standards. In its
place will emerge a free market of best practices for
dealing with the myriad of special-case requirements
that such a scenario implies. We see this in today’s
building trades, where a relatively small number of
standard component specifications and design patterns
have emerged from years of accumulated experience in a
marketplace of both products and ideas. There are lots
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of different plumbing components in the hardware
store—more than are strictly necessary. But they
represent time-proven, cost-effective designs that
emerged from a process that works better than any pro-
cess involving central planning or attempts at grand
unification.

SIMPLIFICATION
That last point extends far beyond network protocols.
Throughout this book we have been careful to use
phrases like taming complexity rather than simplifica-
tion. This was no mere affectation. Computers are all
about complexity, and we wanted to make clear that our
goal is to manage it—to harness its power—not elimin-
ate it. Here, however, we will use the “S word” and mean
it. Although the aggregate complexity of the systems we
will build on Trillions Mountain will make today’s sys-
tems look like toys, this will only be possible by the vast
simplification of the building blocks of those systems.
Not only is today’s PC the most complex integrated arti-
fact that humanity has ever produced, we suspect that it
will prove to be the most complex single artifact it will
ever produce. It is on the edge of what is worth building
in this way. As we learn how to orchestrate vast
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numbers of tiny devices, we will come to realize that
many of the tasks for which we use PCs2 today can be
done with vastly simpler devices.

Here are two examples: Almost every urban parking
garage contains one or more machines that dispense
gate tickets, compute parking charges, and read credit
cards. If you ever get a chance to peek over the shoulder
of the service guy when this machine is opened up, you
may get a glimpse of how it is built. Very likely, you will
see some kind of a PC. Similarly, if you go to your local
library branch, the librarian will have an electronic sys-
tem for scanning barcodes on books and library cards,
and a simple database to keep track of who has bor-
rowed what books. It is overwhelmingly likely that this
system is built using a PC. In other words, we are using
a device that in many ways is more complex than a
space shuttle to perform tasks that require less comput-
ing power than is found in a typical pocket calculator.
Why? Because, unless you are prepared to commit to
huge unit volumes, the only economically viable way to
deliver a quantum of computing power is to buy and
program a PC. There just aren’t enough libraries or
parking garages to justify purpose-built hardware. These
examples typify why gratuitous complexity proliferates.

How will we get out of this box? The answer, as we
have seen, lies in fungible components. Component
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architectures and open APIs will finally lead us to the
packaging of much smaller units of computation in a
form that is practical for developers to use without enga-
ging in a science project. The simplification implicit in
this agenda will come in three stages: Stage 1 will in-
volve the exposure of the internal capabilities of other-
wise conventional products. As the clock-radio example
of Chapter 2 illustrates, this will be driven by the needs
of interoperability. We will probably never witness the
absurdity of ticket dispensers with clock radios inside
them (not that this would be much more absurd than
using a computer running Windows). But once we get in
the habit of exposing the internal power of the devices
we sell, we will discover that there are a lot of
MacGyvers out there who will find creative uses (and
thus create new markets) for the strangest combinations
of components.3 Slowly, the market will sort out which
of the exposed capabilities of existing products are in
high demand, thus leading to Stage 2, which will involve
the engineering of components that directly implement
those capabilities in more rational packages.

The outsides of these transitional components will
tend to be simple (the market will by now value simpli-
city and reward those who deliver it). But the insides
will still be complex. The reason is that, for a while, this
will be the only practical way to engineer such modules.
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The accumulated crud of unavoidable complexity has
poisoned the market for simple, low-functionality com-
ponents, and so designers have little choice but to use
overly powerful, overly complex microprocessors and
absurdly large memory chips, whether they are needed
or not. So, at this stage, we will not so much be reducing
complexity as sequestering it. Designers will compete in
the open-component marketplace to deliver the most
general, stable, and inexpensive implementations of the
simplest possible standardized APIs. Market pressures
will quickly shape these APIs into simple elegance, but
the insides of the boxes will still be needlessly complex.

But this will not last long. Once we get this far, the
absurdity of the situation will finally become apparent
to all. Because a successful component will find uses in
many vertical markets, its volumes will rise. This, in
turn, will revive markets for less powerful and simpler
components. Old chip designs will be dusted off and
brought back into production, and new manufacturing
techniques (such as organic semiconductors) that have
been kept out of the market due to performance limita-
tions will start to become economically viable. And so,
in Stage 3 the insides of the boxes will finally shed their
complexity. We emphasize yet again that the complexity
won’t go away, but it will migrate from the low levels of
our systems, where it is malignant, up to the higher
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layers where it can be shaped and effectively managed
by exposure to market forces. Prices will drop, tractabil-
ity, volumes, and profits will soar. By this three-step
process we will have pulled off a slick trick. The men-
acing tide of undesigned complexity will be stemmed,
and we will finally be able to return to the normal pat-
tern of “complex things built out of simpler things” that
characterizes all competent engineering design.

DEVICES
It is interesting to imagine what the hardware store of
the future will be like. On a given day, its customers may
include a DIY homeowner repairing a “smart room” that
can no longer accurately detect its occupants; a con-
tractor preparing a bid on an air-conditioning system
that has to play well with a specific building energy
management system; and a one-person repair shop sort-
ing out a botched home theater installation that never
did work properly. How will all these folks cope with the
kinds of complexity we have been talking about? We can
assume that the aisles will still be organized by physical
function (plumbing, lighting, structural . . .). But then
what? Universal standards will be too much to hope for,
so by no means will everything be able to communicate
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with everything else. What we can hope for is the incre-
mental evolution of well-defined groups of loosely inter-
operable devices. In MAYA’s architectural work, we call
such groups realms. A realm is defined as a set of
devices, all of which are capable of directly passing at
least one kind of message to each other. In practice, this
means that they have a common means of communica-
tion, and they speak a common language (or at least a
common subset of a language). Thus, if I can connect a
light switch to a light fixture and have the switch suc-
cessfully send “on” and “off” messages to the fixture,
then the switch and the fixture are in the same realm.
Note that objects in different realms might still be used
together, it is just that some kind of an adaptor would
have to be used to bridge the realms. (As mentioned in
Chapter 2, MAYA calls such adaptors transducers.)

We have long since reached this stage with more ma-
ture technologies, such as plumbing. While there are
many realms of plumbing, consider just three: water
pipes, gas tubing, and a garden hose. Most of the pipe
and tubing that constitutes these realms falls in approx-
imately the same range of scale—a fraction of an inch to
a couple of inches in diameter. And, while all three do
roughly the same thing—conduct a fluid along a con-
trolled path—they are intentionally incompatible. This is
accomplished by specifying slightly different diameters
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and incompatible screw threads at the connections
(device interfaces)—a means for facilitating the adher-
ence to various building codes. Of course, some inter-
realm connections are possible—you can connect a
garden hose to a water pipe—but it takes an adapter.

The notion of realm is deceptively simple. It in no
way restricts, or even informs, the development of new
communications technologies or protocols, so you might
think we were right back where we started. But merely
recognizing the existence of such an architectural prin-
ciple gives designers and manufacturers something to
aim for, and purchasers in our hardware store
something to shop for. In other words, it helps to organ-
ize a marketplace. The notion does not imply any kind
of heavy-handed standards process—an approach that
we view with considerable skepticism. Rather, it looks to
market forces to sort out the wheat from the chaff. Pop-
ular realms will attract many products, since they rep-
resent a proven market. On the other hand, flawed
realms, even if popular, will beg for competition by
those who think they can do better. If this works like
other markets, we will first see chaos, followed by plat-
eaus of stability punctuated by occasional paradigm
shifts.

The payoff happens in the hardware store. Assuming
some trade organization emerges to assign
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unambiguous identifiers to popular realms (a relatively
easy task) and perhaps do some compliance testing (a
harder but still tractable process), we can envision a
world in which every product on the shelves is labeled as
to its realm membership. This is not all that different
from what happens in today’s hardware stores. In the
electrical department, you will find two or three incom-
patible styles of circuit breaker boxes—with perhaps
several different brands of each. If you go in to purchase
a replacement circuit breaker, you had best know be-
forehand which style of box is in your basement. The
same is true of basic styles of plumbing pipe, backyard
irrigation systems, and so on. The realm idea simply ex-
tends this pattern to pervasive computing
devices—adding just a little bit more structure, as de-
manded by the greater complexity of computing devices.
Just as there are often adaptors that permit the inter-
mixing of otherwise incompatible products, the afore-
mentioned transducers will be offered by various manu-
facturers when the market demands them.
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Healthy markets always live on the edge of chaos, and
our future hardware store will be no exception. But if
manufacturers can resist the urge to hide behind closed,
proprietary standards and protocols (and those who
cannot will in the long run simply fail), and if the design
community does its ordained job of defining open,
forward-looking architectures to provide a modicum of
organization, that store will be the hangout of a vibrant,
creative, and generative community.

And, of course, we must not forget that, as always,
disruptive new technologies will come onto the stage
from time to time. This is a particularly dicey place to
attempt predictions, so we will for the most part forbear.
But one important area to which we have already al-
luded involves new circuit and display fabrication tech-
nologies. We do not refer to exotic, high-end, ever-faster
and denser chip technologies. These are always with us,
and so are not particularly disruptive. We mean the
opposite: low-end, slower, lower-density, but much
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cheaper circuits and displays. Our poster child for such
technologies is circuits literally printed on paper using
something like ink-jet printers and semiconductor inks.
Whether this particular technology works out is not of
the essence. Throw-away, cheap electronics in one form
or another will not be long in coming. This, combined
with device fungibility will be the last nail in the coffin of
computing feeling like something we “do” rather than
being just part of the milieu. When one can pick up a
discarded newspaper on the subway and use it to check
your e-mail, any sense of distance between space and
cyberspace will have vanished.

THE INFORMATION
COMMONS

The next step toward the emergence of the kind of “real
cyberspace” that we have already discussed will be the
gradual unfolding of an Information Commons. The
Commons will be a true public resource—dedicated to
the commonweal. We are not describing something like
Wikipedia. In fact, the Commons in some ways is the ex-
act opposite. Wikipedia, although free, philanthropic,
and dedicated to the public interest, is in fact a single
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collection of information under the ultimate control of a
single organization (some would say a single individual).
Users of the service must ultimately trust the reliability
and integrity of that organization for its continued avail-
ability. In contrast, the Commons will be controlled by
no one (although it probably will require some kind of
nongovernmental organization to coordinate it). Its pur-
pose will be less the accumulation of information than
its organization. It will serve as a kind of a trellis upon
which others may hang information (both free and
proprietary).

The essence of this trellis will be what amounts to an
enumeration of the basic facts of the world, starting with
simple assertions of existence. Thus, to start with the
most obvious and compelling example, it will maintain a
definitive gazetteer of geopolitical and geophysical fea-
tures. It is a remarkable fact that no single, universally-
recognized worldwide list exists (recall our discussion of
the Hanover problem in Chapter 6). The consolidation
of such a list from readily available sources, and the as-
signment of each entry a single universally-unique iden-
tifier will alone have an immeasurable impact on our
ability to coordinate disparate, independent datasets.
No longer will search engines need to employ exotic
text-processing algorithms just to figure out whether the
string “Jersey” is meant to refer to a state, an island, a
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breed of cow, or an article of clothing. Now, imagine if
we also had such definitive lists of corporations and oth-
er businesses and of not-for-profit organizations; of cars
and appliances and all other manufactured products; of
all known chemical compounds; of all known species of
plants and animals; and on and on. It is not that we
don’t already have such lists. The problem is that we
have too many. They are compiled over and over for
special purposes, they are often proprietary, rather than
freely available, and they come in diverse formats and
organizations, with idiosyncratic and mutually incom-
patible identifier schemes. All of these things conspire to
make them ineffective as the foundation for a true Com-
mons, although their existence makes the creation of
one very feasible.

One thing to note about these basically ontological
assertions is that they are for the most part, noncontro-
versial. People argue about the age of the Earth, but
rarely about its existence. A few basic organizational
facts about geopolitics are in dispute (e.g., the status of
Taiwan as an independent state), but such disputes are
infrequent enough so as to not challenge the basic utility
of the agenda. As long as the Commons sticks to basic
facts, its wide acceptance as the definitive source of uni-
versal identifiers will remain within reach.
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It is hard to overstate the improvement that such a
regime will make to the information architecture of the
Internet. When widespread consistency is attained on
the simple matter of reference to real-world entities,
search will become vastly more efficient, “data fusion”
across independently maintained datasets will move
from being a black art to a trivial science, whole new in-
dustries of higher-level data organization and visualiza-
tion will be enabled. In a sense, the web will be turned
inside out. Today, virtually all content is organized by
the owner of the information, and we depend on the
miracle of the search engines to sort it all out. The exist-
ence of the trellis of the Commons will support the evol-
ution of a web organized by topic. This will not elimin-
ate the need for search engines, but it will make their
task much easier, and accelerate their evolution toward
truly intelligent agents, sharing a common referential
framework with the humans they exist to serve.4

THE WORLD WIDE
DATAFLOW

Getting past the client-server model will be a long, slow
slog. Technological inertia and backward-looking
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economic interests will conspire to ensure this. But
slowly the barriers to progress will yield. The pressure
will come from several sources. The already-common
disasters associated with too-big-to-fail centralized ser-
vices will become ever more common and serious. As a
result, it will begin to dawn on the public that the vul-
nerabilities that these events expose are not growing
pains but are inherent in the model. Moreover, the po-
tential for political and criminal manipulation of vital
information infrastructure will become an increasing
concern.5

A second source of pressure will be the growing need
for a more nuanced model of data ownership and con-
trol. It is an inherent characteristic of today’s database
technologies (and the client/server model is simply a
thin veneer over these technologies) that whoever con-
trols the database also controls all of its contents. For
practical purposes, the database and the entries it con-
tains are one entity. But it doesn’t have to be this way.
The kinds of information architectures explored in
Chapter 7 are quite capable of separating the ownership
and control of an aggregation of data from that of the in-
dividual data items themselves. Thus, for example, an
aggregator of urban travel information could maintain
geographically organized collections of, say, restaurant
menus, while the restaurants themselves could maintain

484/596



ownership and control of their respective menus. (The
web accomplishes this today only via the use of lists of
links, which assume constant connectivity and cannot
achieve uniformity of information presentation.) More
importantly, since the restaurateurs own and can edit
the “truth copy” of their menus, they need make their
updates only once, without having to worry about
dozens of obsolete copies floating around in other
people’s databases, as is common practice today.

But the most important motivation to abandon
client-server lies in the requirement for data liquidity.
As we climb toward Trillions, it will become increasingly
obvious that the number of mobile devices for which the
average consumer will be willing to pay a $29.95/month
Internet connectivity fee will be extremely limited. And,
as we have seen, for a great many information devices,
direct Internet connectivity of any kind is simply not ap-
propriate. Yet, these devices will need to be able to ac-
quire and hold information objects of various and, in
general, unpredictable kinds. We cannot build such a
world if all access to information is predicated upon
real-time connectivity with remote, centralized servers.

Two major changes will have to happen before there
is much progress here: Peer-to-peer networking has to
cease being thought of as synonymous with music steal-
ing, and end-to-end encryption of consistently identified
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data objects must become routine. Once both of these
milestones are reached, things will start to move
quickly. First of all, various kinds of storage cooperat-
ives, some planned and others completely accidental,
will start to appear. All users will be in possession of
more data storage capacity than they could possibly
know what to do with (they won’t be able to help it).
Therefore, the cost of backing up your friends’ data ob-
jects will be negligible. But, the same will be true of
strangers’ data. The data will flow where they will, being
cached repeatedly on the way. People will just stop
thinking about it. It will be realized that the best way to
protect data will be to scatter copies to the wind, trust-
ing to encryption to protect sensitive data. If you lose
your last copy, Google or some descendent of it will find
a copy somewhere using its UUID as its definitive
identity.

The resulting information space will eventually begin
to feel less like a network and more like an ocean, with
data everywhere, flowing both in waves of our making
and also in natural currents. It is not that everything will
be everywhere all the time, but what data objects are
available, and where, will be a complex function of de-
liberate actions on our part and the natural results of
vast numbers of uncoordinated incidental actions. In-
creasingly intelligent caching algorithms will
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speculatively “pre-position” data where they are likely to
be needed. For example, the act of using the Net to re-
search a summer vacation road trip from the comfort of
your living room will automatically cause all relevant in-
formation about points of interest along all of the can-
didate routes to be pushed to your car down in the gar-
age, where it will be available on the trip, even if you are
in the middle of nowhere out of Internet range. If your
plans change, your car will be able to fill in missing in-
formation along your new route—picking it up from co-
operative passing vehicles.

Kids too young to have real cell phones will have toy
facsimiles for use on the playground—talking and tex-
ting to each other, and their parents, via short-hop no-
cost P2P data links. The range will be very short, but
messages will hop from toy to toy bucket-brigade style,
such that they will tend to work just fine over useful dis-
tances. Their parents, having real cell phones, will carry
around a good slice of all human knowledge in their
pockets. Certainly a recent snapshot of whatever Wiki-
pedia evolves into will be routinely cached for off-line
browsing, as will a large library of public-domain refer-
ence books, supplemented, as today, by purchased copy-
righted materials. Also available for purchase will be
tiny bits of very fresh data—reviews of today’s specials in
nearby restaurants and so forth—produced on a for-
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profit basis by bored diners with a few minutes on their
hands and paid for via tiny microtransactions, rendered
profitable by the lack of any middleman—not even the
cell company.

But this is not to say that amateurism will reign. Even
if we achieve the exceptionally high standard of usability
design such that average users would be able to work
such magic—a dubious premise amid such vast
complexity—self-reliance will be limited by individual
motivation. Put another way, most people have better
things to do than to futz with their technological en-
virons, no matter how fascinating and powerful. Entire
new industries will be born around managing and visu-
alizing people’s personal information spaces. It will be
taken for granted that—one way or another—any bit of
data can be coaxed to flow to any desired place. But that
doesn’t mean that it won’t sometimes be tedious. As
today’s technical challenges become routine and trivial,
new ones will pop up.

PUBLISHING
In Chapter 8 we explored the idea of publisher as ag-
gregator of trust. As we said, this is the one aspect of the
role that publishers play today that is least likely to be
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supplanted by new technologies. This assumption inter-
acts with the emergence of the Information Commons
and the World Wide Dataflow in interesting ways. We
are going to need a scheme that allows this important
role to survive in the absence of ink and paper and phys-
ical bookstores and big central servers. In the case of
traditional “large” documents like books and magazines,
this is a problem that is nearly solved. Despite appear-
ances, the publishing industry is actually a bit ahead of
the curve in several respects, including content delivery
in the form of locally-stored data objects, the use of per-
item encryption, (mostly) multiformat off-line ebook
readers (both hardware and software), and a fairly
seamless cross-device reading experience.6

The industry was forced to embrace these forward-
looking techniques by the market reality that readers
were not about to accept electronic books until they
were as portable and untethered as their traditional pa-
per competitors. As a result, the rapidly emerging ebook
industry provides a case study of the future of these
techniques.

What has not yet happened is the extension of these
ideas to smaller and more intimate acts of publication.
Blogging is still almost exclusively client-server based
and under the administrative thumb of large, dedicated
service providers. The same is true of the many Internet
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discussion groups, which mostly depend on (and are
bound to the policies of) services such as Yahoo!
Groups. Wikipedia’s success is dependent in part on its
(and its users’) willingness to eschew attribution and
stable, well-defined releases. The latter example is par-
ticularly provocative. How might we evolve the Wikipe-
dia model to support features requiring clear object
identity and provenance (and thus make it acceptable
for use in mission-critical situations, such as legislation
and regulation) without killing the goose that laid the
golden egg? We suspect that most members of the Wiki-
pedia community would say that this is impossible—that
we just don’t get it. We respectfully disagree. The Wiki-
pedia model as it now exists stands as a spectacular
monument to the potential of distributed, community
sourced authorship. But we believe taking it to the next
level will require an equally bold experiment in distrib-
uted publication.

The key to making this work lies in the Information
Commons. Wikipedia already contains much of the
same information that will form the core of the Com-
mons. It is probably the world’s best source of “lists” of
various sorts: Countries and their administrative subdi-
visions, feature films over the decades, episodes of The
X-Files—they are all there. But they are just lists, useful
to humans but awkward and unreliable as organizers.
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Once they are moved into the Commons and given
unique identifiers they will become much more. They
will be part of the trellis against which third parties can
publish their own information, outside of Wikipedia’s
(or anybody else’s) administrative or policy framework.
It will work something like this: If I wanted to post, say,
a literary analysis of the important X-Files episode “The
Erlenmeyer Flask,” I would compose my paper in the
form of an information object.

It (and all other objects in this story) would have a
unique identifier and would identify me as the author. I
would sign this document with a cryptographic signa-
ture. Although this would not prevent others from edit-
ing my document after I send it out into the wild, it
would make it possible for any such modification to be
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detected by any reader, thus flagging it as unreliable. By
signing the document myself, I am essentially self-pub-
lishing—nobody is vouching for the veracity of the in-
formation except me. On the other hand, if I wanted to
publish the review under the auspices (and policies) of
some third-party publisher, such as a future Yahoo!
Groups, or even Wikipedia, I would instead submit the
item to them for editorial review. After approval, they
would sign the object on my behalf. I would still be au-
thor, but they would be publisher, thus presumably
adding a modicum of credibility to my work. Note that
in neither case do Yahoo! or Wikipedia assume physical
control of my information. It remains a mobile data ob-
ject, free to flow through the World Wide Dataflow
without anybody’s permission. But it can do so without
losing provenance. Readers can count on the answer to
the question “who says?” Publishers can count on being
able to enforce their standards and practices; and au-
thors always retain the ultimate ability to self-publish
without anybody’s permission.

As always, whether anyone will read the author’s
work is another matter. For starters, how will anyone
find my review? The answer is largely the same as it is
today: Indexing and search services will point to it. But
the index will be slightly different. Note that in this
story, my review has three basic attributes: It is about
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something (“The Erlenmeyer Flask”); it is a type of doc-
ument (a literary review); and it has a publisher (myself,
Yahoo!, Wikipedia, etc.). Courtesy of the Information
Commons, each of these items has a unique identifier.
So, the indexing task reduces to associating each in-
formation object with three numbers. This is technically
trivial and can be easily done using existing search en-
gine technology, although completely decentralized im-
plementations are also possible. So, if one of my readers
wishes to follow my literary “blog”, they can subscribe to
“Everything published by xxx about any topic of type
‘Literary Review.’ ’’7

Conversely, if I am an aficionado of the X-Files, I can
subscribe to “everything published by anybody about
‘The Erlenmeyer Flask’ ’’ of any type. Of course, I might
then find myself drinking from a pretty indiscriminate
firehose. A good compromise might be to subscribe to
“everything published by Yahoo! or Wikipedia (or
whatever publishers I prefer as my gatekeepers) about
‘The Erlenmeyer Flask.’ ’’

It can be seen from this rough sketch that it is quite
possible to have our cake and eat it too with respect to
distributed but trusted publication. It can also be seen
that far from putting online publishers such as Yahoo!
out of business, such a scheme defines a new and im-
portant role for them. Monetizing that role is a different
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matter, but it is a challenge not fundamentally different
from the one faced in today’s client-server world.

SAFETY, SECURITY, AND
PRIVACY

Anyone who has ever received an electric shock at a
home power outlet knows that we live our lives surroun-
ded by potentially lethal power potentials. Every outlet
is like a powerful and incredibly taut spring, waiting for
a chance to release its destructive power. Yet, we never
give it a thought. This is a testament to more than a cen-
tury of accumulated engineering, design, and adminis-
trative wisdom in the management of our electrical in-
frastructure. As should by now be clear, the new infra-
structure of pervasive computing, although embodying
power of a different kind, will be no less potent and
therefore potentially no less dangerous. For all the won-
ders of today’s consumer computing milieu, most of us
still think of it as a thing apart from the rest of our lives,
not a critical part of our environment. As this changes,
so must our attitudes concerning safety and security.
Belatedly, references to the computational environment
will begin to creep into the building codes. Whether they
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will be new standards, or an extension to the electrical
codes, we cannot say. Just as the electrical code requires
a minimum number of outlets in each room and a min-
imum amount of current for each house, so too, certain
minimum data services will eventually come to be part
of our definition of “suitable for human habitation.” We
are not referring to something like “minimum band-
width Internet connection” (although, like “lifeline” tele-
phone service, something like that may happen, too).
Rather, we are talking about the basic infrastructure
built into a house that will have to be there in order for
everyday objects to operate properly. The time will come
when such capabilities will be seen as basic necessities,
like heat and light, and they will be subject to similar
safety rules.

There is no point in speculating about the details of
such rules, beyond getting a feel for their general nature.
But, here are a few guesses: We have already said that
many devices will have no need to be on the Internet.
But, perhaps certain devices won’t be allowed to be on
the Internet. Just as today’s electrical codes require a
strict separation between 120 volt power circuits and
low-voltage wiring such as doorbell circuits, it may be
that strict rules about sequestering certain basic func-
tions from the public information space will prove to be
the ultimate protection against malicious remote
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tampering. Similarly, certain combinations of computa-
tional and physical power in the same device might be
proscribed.

One of the most interesting potential safety rules in-
volves aggregate complexity. We have already seen that
the best single way to thwart the bad guys is to give
them no place to hide. Microwave ovens have com-
puters, but they do not at present get hacked. The reas-
on they don’t get hacked is that they can’t get hacked.
Their computational systems are simple enough that the
ability to make this determination is within our cognit-
ive capacity. Of all the bad things that happen when
things get too complex, perhaps the worst is that they
become too complex to audit. One could never prove
that the last bug has been removed from a modern oper-
ating system, no matter how important it might be to do
so. For this reason, anything that is too complex to un-
derstand is inherently dangerous. So, it is reasonable to
predict that when we start taking the safety of our com-
puting infrastructure seriously, part of our arsenal of
danger-fighting weapons will be restrictions on the pres-
ence of unneeded complexity. We can’t wait.

We have already discussed at length the issues
around security, both of data and of devices. The only
thing to add here is the observation that in a world as
distributed as the one that we are describing, security
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must be everywhere. Just as every outside door of pretty
much every building in the industrial world has a lock,
so too will every venue of computation have to take ap-
propriate security measures. Most data will flow in the
form of digitally signed data objects. It is likely that the
descendants of today’s “firewalls” will, as a first order of
business, check the validity of those signatures. Any ob-
jects that show signs of tampering will simply be turned
away at the door. The next step up from this (and it is a
big step) will be to discard (or sequester) any object that
is signed by an unknown publisher. Such a policy, al-
though very powerful, would be untenable today for
most purposes. It would be like refusing all e-mail from
anyone but your close friends. It would effectively limit
spam, but you would be giving up much of the value of
e-mail access. However, once an infrastructure for
adequate networks-of-trust are in place, such tactics will
begin to become viable. Traffic limited to “n degrees of
separation,” with an appropriately small value of “n,”
may well prove to be an efficacious approach to the se-
curity problem.

Which brings us to privacy. We have already admit-
ted that we don’t have a whole lot of new ideas in this
space. As mentioned, we find the analogy with environ-
mental pollution to be useful. In both cases, technolo-
gies that we find too valuable to forgo have very serious
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negative side effects that can be mitigated but not en-
tirely avoided. As in the case of environmental issues,
we suspect that we as a society will deal with the de-
structive effects of information technology on privacy
with a pragmatic combination of government regula-
tion, individual activism, public education, better tech-
nologies, and a certain amount of toleration. But, if we
go into the future with our eyes open, we can perhaps
avoid the analogs to the worst consequences of our
blindness to the environmental impacts of the industrial
revolution. In The Lord of the Rings, Tolkien had his
Elves say, “We put the thought of all that we love into all
that we make.” If we love privacy, we need to keep its
thought in mind during every step of our climb up Tril-
lions Mountain.

1 At the time of this writing, the U.S. Post Office is
running an ad campaign listing all the things (refri-
gerators, cork boards, snail mail) that have never
been hacked. The effort is kind of pathetic, but they
do have a point: The best way to protect a device
from being hacked is to make it too simple to be
hackable. In a sufficiently simple system, there is just
no place to hide. This, it seems to us, is a desirable
trait for the light switches in hospital operating
rooms.
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2 And in this we include the only marginally less-
complex post-PC devices such as tablets and
smartphones.

3 One sees this kind of thing today in the hobbyist
“maker” community. Unfortunately, it usually in-
volves voiding warranties, skirting safety certifica-
tions, and other practices that are unacceptable to
professionals. Engineered component architectures
will solve these problems.

4 MAYA has worked for many years toward the de-
velopment of an architecture for the Commons in the
context of its “Civium” initiative. Read about it here:
http://www.civium.org.

5 On the very day that we write these words (January
18, 2012), many web sites, including Wikipedia have
“gone dark” in a 24-hour protest against pending le-
gislation—the Stop Online Piracy Act (SOPA) and the
PROTECT IP Act (PIPA). We happen to agree with
their sentiment, but the fact that a single organiza-
tion (or in some cases, a single individual) can uni-
laterally flip a switch and disable what has become a
vital bit of worldwide infrastructure deserves even
more attention than a piece of ill-advised legislation.
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6 We refer here to such features as the ability to read
a single licensed copy of an ebook on multiple plat-
forms; to have bookmarks and “what page am I on”
information shared across devices; and such collab-
orative features as group annotation.

7 The skeptical reader might well ask, who assigned
the ID to the document type “Literary Review?” This
is an example of the so-called ontology problem.
Creating generalized type systems of this sort is a
known hard problem. Our answer is “don’t worry
about it.” What is important is the framework, not
the particulars. Once the information architecture is
in place to make this an important problem, the cre-
ative pressures of the marketplace will soon carve
out a good enough solution to this problem. Markets
are better than designers at this kind of thing.

500/596



EPILOGUE

Thriving in the Spa-
cious Foothills

There are three kinds of companies: companies
that try to lead customers where they don’t want to
go (these find the idea of being customer-led an in-
sight); companies that listen to customers and then
respond to their articulated needs (needs that are
probably already being satisfied by more
foresightful competitors); and companies that lead
customers where they want to go but don’t know it
yet. Companies that create the future do more than
satisfy customers; they constantly amaze them.

—GARY HAMEL AND COIMBATORE
KRISHNARAO PRAHALAD

So, who’s going to pay for all of this? It is instructive to
compare the situation with that of who paid for the



Internet. Economically, the Internet evolved in three
distinct stages: Stage 1 was an invitation-only party,
with the U.S. government picking up the tab. It was a
fun time, while it lasted. Stage 2—the age of irrational
exuberance—was paid for by investors who counted
themselves among the smart money gang. They knew
that fortunes were going to be made, and they weren’t
about to miss the boat. It wasn’t exactly clear how the
fortunes would be made, but it would sort itself out. It
did sort itself out, but the process was a bit painful.
Stage 3—after the bubble—was just business—the long
mundane process of separating the wheat from the chaff
with respect to the monetization of all those clever ideas.

Will the climb up Trillions Mountain exhibit this
same pattern? Well, Stage 1, at least, is different. As we
have seen, the laying of the foundations has basically
had the characteristic of being self-funding. Unlike the
early Internet, the proliferation of microprocessors has
made economic sense from the beginning. The techno-
logy is cheap and useful, always a winning combination.
So things have taken care of themselves—no govern-
ment bootstrap was necessary. Nonetheless, we suspect,
Stages 2 and 3 are likely to play out in pretty much the
same way as they did last time. This closing section of
our story takes a look at where things stand from a busi-
ness perspective.
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We have repeatedly employed a metaphor of climbing
mountains to represent the familiar cycles of progress.
Inevitably, we see long periods of local-hill-climbing
within an established orthodoxy, punctuated by the oc-
casional fundamental paradigm shift. The metaphor is
rich, highlighting both the fact that each mountain is
only so high, and also that higher mountains are very of-
ten clearly visible in the distance long before anyone
other than adventurers is willing to journey to them.

But with the reader’s tolerance, we would like to push
the metaphor one step further: The base of a mountain
is very large, with much room for exploration and many
diverse resources to discover and exploit. But as we
climb higher, this becomes less and less true. Diversity
wanes, as does the available real estate. Climbers soon
find themselves crowded together and queued up—jost-
ling for access to a diminishing number of viable routes
upward.

So it is in the technology business. In the early days of
the Internet, the possibilities were boundless. The hege-
mony of the client-server pattern was far from a done
deal. Nobody knew how to make money—but only the
naive believed that it couldn’t be done. Experimentation
was the order of the day. We at MAYA—and the best of
our colleagues—were very busy.
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Slowly but inexorably, though, the horizons shrunk.
Some footpaths became superhighways, while oth-
ers—including some very worthy ones—were all but for-
gotten. A generation of technologists and marketers
grew up among the crowds at the summit, never know-
ing the diversity that was once enjoyed down in the foot-
hills. All they have ever known is cutthroat competition
for a smaller and smaller range of alternative business
models. Websites, smartphones, tablets, search en-
gines—all are tethered to immense pseudo-cloud data
centers. Facebook can succeed only by eating MySpace’s
lunch. Twitter wins at AIM’s expense. Blogs and their
formless commentaries supplant structured discussion
groups. Often, superficial novelty trumps enduring qual-
ity. Everybody who wants to build a new fire tower up
on the crowded mountaintop must displace somebody
else’s tower.

This is starting to not be fun anymore.
Not only that, it’s unsafe. We know from the natural

world that lack of diversity means loss of resiliency, and
this is always a bad thing. In the increasingly monocul-
tural world of centralized computing, a single mistake
can set up global shockwaves—as we are starting to see
in the recurring waves of virus attacks. On our current
path, we are skirting genuine catastrophe. Centralized
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repositories, like the Library at Alexandria, tempt
disaster.

It is time to return to the diversity and myriad possib-
ilities of the spacious foothills. And trust us: Trillions
Mountain has them, and they are even more expansive
than the last ones were. We will move beyond PC Peak
and on to the land of pervasive computing. The PC will
soon be gone and along with it the very idea of an oper-
ating system. (There will always, perhaps, be something
that engineers will call an “OS.” What will vanish is the
idea that users need to know anything about it, or even
perceive it.) Powerful cell phones and tablets will still be
there, but they will no longer be where the action is. The
thought that all end-user computing would be stuffed
into a “browser” (or any other single application frame-
work) will soon seem absurd (the current apps craze is
transitional in this regard). And, most importantly of all,
the zeppelins will crash, and the skies will be cleared for
The Real Cloud. Information will flow freely at last—of-
ten with no middleman.

How will money be made in this world? This question
is understandably uppermost in the minds of many
readers. Among the skeptical, the implication of the
question is something like “We don’t want to go there
unless you can tell us precisely how we’re going to
prosper once we arrive.” Unfortunately, understandable
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or not, life doesn’t work that way. A lot of people didn’t
want to “go” to the World Wide Web, either. They
quickly discovered that they had no choice. Life is an ad-
venture. Going there is not an option; it’s a done deal.
We’re going there because “there” is the future.

Again, it is useful to reason by analogy from the last
turn of the screw. Memory is rapidly fading of the genu-
ine terror with which the computing orthodoxy viewed
the web in 1995. And, for those who tried to break the
wave, that terror proved well founded. But not for those
who learned to ride it. Of the two dominant players in
today’s computing industry, one (Google) didn’t even
exist in 1995, and the other (Apple) was a laughingstock.
Both firms achieved their subsequent miracles because
they had a reality-based, rather than a faith-based, view
of the future. They were by no means the only ones to
understand the logic of that future. But they were
among the few who had the wherewithal to act consist-
ently according to the logic of that understanding.

How will money be made on Trillions Mountain? To
be honest, we have no idea. Not if you mean, “Which
specific firms and products and services will emerge as
the dominant ones?” No one knows that. We wish we
could give you some stock tips, but the companies likely
don’t even exist yet. But, just like last time around, only
the most naive will believe that the question “How will
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money be made?” has no answer. And they will be the
ultimate losers. We have years of experimentation be-
fore us. But it will be profitable experimentation—even
in the short run. What we can do is to attempt some
reality-based reasoning about the question. If we focus
on the aspects of tomorrow that must be true, and those
that should be true, we can afford not to worry too much
about the unpredictable details, at least for a little while.
The following are a few big-picture considerations that
we believe will inform the financial winners.

SEIZE THE LOW GROUND
If one accepts the mere premise of one trillion devices,
then at least one additional conclusion follows inexor-
ably: Unit costs will be very low. If we are to stay within
the bounds of the gross national product, this is a matter
of simple arithmetic. This is behind what is perhaps the
single most important change in thinking that the win-
ners on Trillions Mountain will have to achieve. Apple
made it to the top of the heap by identifying (or, per-
haps, creating) high-value, high-cost product categories
and making them objects of desire. Such opportunities
will always exist, but the action will increasingly move
on to market segments in which the big dollars will be
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generated from selling low-cost devices and services in
huge volumes.

This is good news, for it will be a democratizing force.
Mounting a serious challenge to Apple in its core mar-
kets is a daunting challenge—it is a game for the big
boys, and a new-start entrant is extremely implausible.
But, the new market will be different, and not just be-
cause it is immature. Because we are talking about an
ecology of devices, there will for a long time be oppor-
tunities for new ideas and new firms to get a foothold.

Can there be any doubt that if we can figure out how
to build useful devices that don’t come with monthly
subscription fees, then volumes will rise? To pick just
one example, can’t we imagine filling in the gap between
children’s “toys” and adult “devices?” Aren’t there edu-
cational and recreational possibilities that could not
support monthly charges, but would be quite viable in a
P2P environment? We believe that not only do such pos-
sibilities exist, but that they exist in vast numbers. And
this is without mentioning similar green-fields to be
found in other sectors, such as travel, home automation,
health care, automotive, and a thousand others.

What will such a market reward? First on our list of
answers to this question is simplicity. There are two
reasons for this. The first one is that simplicity is cheap-
er. There are those who doubt this. They argue that the
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fixed overhead of, say, manufacturing an integrated cir-
cuit is so high that it will always pay to pack as much
capability as possible into each one—that the complexity
is free. But, if we have succeeded at making any single
point in this book, we hope it is that complexity is never
free. The calculations of the cram-in-everything-that-
will-fit school of design ignore four critical points: (1)
complex things are hard to get right. Simple things can
be proven to be correct; complex things cannot; (2)
simple things are inherently easier to use than complex
things, and so will tend to sell better; (3) because they
make fewer assumptions about how they will be used,
simple things tend to have longer useful lifetimes than
complex things, and so have more time to amortize their
development costs; and (4) simple, less powerful devices
can take advantage of emerging manufacturing tech-
niques (which typically start their lives as technical un-
derperformers) sooner and more expressively than can
more complex, more demanding devices.

If these claims are correct, then the future will reward
those who can resist the siren call of Moore’s Law and
produce products and components that are designed to
find their place in the evolving ecology, rather than at-
tempting to dominate. Or, put differently, the very
nature of dominance will be fundamentally different in
the future.
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MICROTRANSACTIONS
AND THE RISE OF T-

COMMERCE
A corollary to “seize the low ground” is “don’t disparage
the pennies.” Trillions of devices implies quadrillions of
transactions. In such a world, one does not have to make
very much per transaction in order to make it up in
volume. Even in today’s world of mere billions, we are
rapidly learning how to monetize modest units of capab-
ility such as mini-applications for smart phones, and ex-
tra levels in online games. We saw this begin to emerge
when simple bits of customization—like custom ring
tones for cellular phones—became economically feasible
to distribute electronically. In 2010 Zynga, a popular
gaming platform made revenues of almost $600 million
using a combination of advertising and the sale of in-
game purchases. It has 58 million daily active users in
175 countries. In July 2011, Apple reported that over 15
billion apps had been downloaded by more than 200
million iPhones, iPads, and Ipod Touches. To date Apple
has noted that they have paid out over $2.5 billion to ap-
plication developers. When you have hundreds of mil-
lions of smartphones with the ability to complete
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monetary transactions at the touch of a button, impulse
purchases costing a few cents at a time add up.

Imagine what happens when we move from e-com-
merce on the scale of billions of desktop computers and
mobile devices, to commerce based on trillions of
devices living in a rich sea of information. Think of this
as t-commerce. The trick here, of course, is to figure out
how to monetize transactions that are fundamentally
out of our reach, because they are occurring, peer-to-
peer style down in the capillaries of our information cir-
culatory system. From where we sit today, this seems
like an impossible challenge. But this is just an analogue
of the challenge that our immediate predecessors faced
in trying to figure out how anyone could possibly monet-
ize the web. That seemed impossible, too, until Google
showed us the way. We don’t have the answers here, but
we think we understand the question.

STRANGE BEDFELLOWS
In Chapter 8 we noted that a connected washer and dry-
er might usefully come to know about movement in the
laundry room. While that movement isn’t of particular
value to the workings of the washing machine beyond
triggering the illumination of the display, it may be very
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valuable to someone building an independent living
product for eldercare. This is just one modest example
from a nearly boundless space of possibilities. A water
sensor in the basement of a house, manufactured by a
home automation company to automatically turn off the
water main in the event of a leak may have significant
value to insurance companies looking to lower the cost
of damage across their portfolio of homeowners.1 Will
casually-networked motion sensors and security camer-
as prove to be disruptive to the home security industry
as neighbors begin to form electronic neighborhood
watch programs in which they volunteer to keep an eye
on each other’s houses? When iPods suddenly became
mandatory equipment for commuters and road-trip-
pers, the automakers were caught with their pants down
as consumers discovered how difficult it was to pipe ex-
ternal audio into their fancy, expensive car audio sys-
tems. When, a few years later, the most agile of the car
companies started to offer iPod docks, the joke was that
$40,000 cars had become accessories to $200 iPods. It
wasn’t long before at least an audio-in jack was as essen-
tial a feature as a power jack (they used to be called ci-
garette lighters, but no more). Of course, this small ex-
ample is just random, but it is portentous. The general
point is that in the future, everything is going to be an
accessory to everything else. Sometimes you’ll be the
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product, other times you’ll be the accessory. The liquid-
ity that comes from a truly connected world will allow
for any number of monetization schemes that today
seem implausible.

BIG DATA AND
INFORMATION

VISUALIZATION
Much has been made in recent years about the business
benefit of strategic information. What used to be called
data mining has moved into the mainstream and is driv-
ing significant business decisions. It goes by various
names but the au courant term is “big data.” The focus
of the field is how all the information we capture across
countless transactions can be converted into value. The
volume of raw data readily available as input to such
processes is growing at an astounding rate. In the age of
Trillions, we will have at our disposal a nearly boundless
data feed from the physical world’s ground truth to the
liquid realm of cyberspace.

In such a context, no skill will be more valuable than
the creation of lucid, unbiased visualizations of complex

513/596



information spaces. Indeed, at its core, the very notion
of cyberspace is inseparably bound to that of visualiza-
tion. Visualization is one of the key enablers by which
people harness the power of information in business, in
health care, in personal growth and security.

This is all fairly obvious. What is less obvious is that
visualizations do not have to be mere pictures—one-way
displays that we simply look at. The kinds of interactive,
information-centric, two-way displays that we described
in Chapter 2 have the potential to form the basis of a
new kind of collaborative environment. The ability to
collaborate with others “over” information in a facile
way has been one of our most fruitful areas of research.2

When groups of people can comprehend information
rendered in different forms, and watch each other ma-
nipulate it as they experiment with hypotheses and
“what-if” tests, the quality of insight increases signific-
antly.3 High performing teams—when given collaborat-
ive visualization tools—build information literacy and
collaborative interplay as they tune their tools—and
their teams—to fit their business process.

Such collaborators won’t all be humans either. Fos-
tering a mixed dialogue between human and machine
collaborators through a shared collaborative space will
become critical to agile decision making. The simple fact
is that people are good at some things, and machines are
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good at others. An architectural model of information
will provide a common framework for such mixed dia-
logue and decision making.

THE TRILLIONS BUBBLE
Yes, there will be a bubble. There is always a bubble.
Whether it is tulips or Internets, our enthusiasms and
imagination (and greed) will always, for a while, get
ahead of us. The story will be familiar. Millionaires will
be minted overnight. Some of them will be just
lucky—the beneficiaries of fortuitous timing. They will
be the ones who get rich first, and good for them. But,
there isn’t much to say about them. They are like the
winners at a roulette table. Assuming that the game is
honest, there is little to distinguish them from the
losers.

What we find more interesting is the blackjack card-
counters. They take the time to deeply understand the
game, and thus can win consistently. What annoys the
casinos about card counters is that they aren’t really
cheaters. They are just smart, and it is hard to write
rules against smart. Unlike in the casinos, in the mar-
ketplace being smart doesn’t get you thrown out of the
game.
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On Trillions Mountain, “smart” means understanding
the architecture of a true cyberspace and the potential of
a world where every manufactured thing is connected.
Those that have, or acquire, that understanding—those
who place their faith in Architecture—will take the
bubble in stride. Many other players will rush in at ex-
actly the wrong time, trying to be rapid followers.
Money will flow from the pockets of the latter to the
pockets of the former. Our hope is that this book will
have helped you find yourself in the right group. After
the Trillions bubble, just like the dot-com one, we will
get down to the serious business of harvesting the true
potential of what will be.

So, how will we make money? How will the era of
pervasive computing play out commercially? Concretely
and specifically, we don’t know, and neither does any-
one else. What we do know, however, is that it will play
out. In the next era of human life lived inside the in-
formation, old industries will perish, new industries will
be born, and money will be made in ways presently un-
imaginable. When information truly flows freely,
prosperity will flow freely, too. How exactly? That re-
mains to be found out.

Let’s find out together.
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Top Ten Business Take-Aways for
Trillions
1. Pervasive computing is the next informa-
tion technology paradigm. It is ramping up right
now and doing so exponentially. Connectivity is the
seed of this change. When it hits its inflection point,
the lift-off will be almost straight up. Major high-tech
players will disappear, and new ones will be born
overnight. The winners will win big, the losers will
lose big, and it will all happen fast.

2. Your current business risk in information
technology may be much higher than you
think. The dominant IT technologies and prac-
tices—including client-server computing (whose
latest guise is cloud computing), relational database
technology, and the World Wide Web—are inad-
equate for the coming pervasive computing paradigm.
They will not scale gracefully into a trillion-node net-
work and beyond. Talk to your technical staff about
malignant complexity and how resilient your systems
really are. You may not be able to change in mid-
stream to the new paradigm but there are considera-
tions you can make today in your strategic planning
that will give you the agility you need when the time
comes.
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3. We need to move beyond open source and
move toward open component ecologies. On
Trillions Mountain, simple stable components that
are sometimes hardware and sometimes software will
be layered together and will create new forms of value
that will compete in market-driven feedback loops.
While many players will continue to assemble sys-
tems out in the field, they will be building with pro-
fessionally engineered raw materials that are stable,
predictable, and auditable, just as physical materials
are today. When combined with trusted physics, pub-
lic APIs, and a liquid currency, creativity will flourish,
and customers will help you build the future.

4. The good news is that trillions is a very big
number. New revenue streams in the form of high-
volume microtransactions will become viable. New
business models based on little bits of information
collected over vast networks will rule the day. Under-
stand the value in your information and plan for an
economy built on t-commerce.

5. Complexity is inevitable, but bad complex-
ity will kill you. The only way to build good com-
plexity is by combining simple, stable components in
carefully designed layers. That’s the meaning of ar-
chitectural thinking. Consider how you can foster
beautiful complexity in the form of hierarchy, modu-
larity, redundancy, and generativity. Nature and
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evolution are the best teachers. To foster innovation,
you must provide the most fertile soil possible; plant
simple, robust seeds; and then let them grow.

6. Design for generativity and emergence.
Complexity leads to emergent properties. Untamed
complexity can have wildly unintended consequences.
Factoring out malignant complexity is step 1. Use ar-
chitectural thinking as the foundation for your work.
Then get in the practice of building dynamic simula-
tions—even if made with sticky notes and disposable
cameras at first—of your entire business ecology early
and often. Interdisciplinary designing, protoyping,
testing, and simulating can help you predict emergent
properties so you can remain agile in the face of
change.

7. Design is not a paint job or product styling
or user-interface “look and feel.” Properly un-
derstood, design is the whole shooting match. If your
organization isn’t design literate, you risk becoming a
dinosaur lumbering among agile predators running
around at your feet.

8. Make your products and services human
literate. Human beings are vastly more complex,
subtle, and important than machines. But we’re often
too impressed with our own creations to remember
that. We’ve spent a half-century believing that people
should become computer literate. That’s precisely
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backward. Computing should become human literate.
On Trillions Mountain people will no longer have the
attention or patience to tolerate untamed complexity.

9. Computing needs to fade into the wood-
work so that humans living their lives can
come to the foreground. If you want to under-
stand how pervasive computing will fit into human
life, think of the antilock brakes in your car. They rep-
resent deeply complex computing that you use every-
day—that you depend upon to save your life—yet you
don’t even know it’s there. Think of ways you can use
connectivity and computing to hide and tame com-
plexity for your customers. They don’t really want to
think about computers; they want to think about do-
ing their jobs and living their lives.

10. Explore ways that you can simulate and
foster strange bedfellow relationships now.
When trillions of computing devices all become con-
nected you need to make sure that you are a part of
the information flow. Consider how your product
could be an accessory to some other product or ser-
vice or a foundation for others to accessorize. Con-
sider what could happen if you harvested and shared
all the information your current products could cap-
ture or “know” about their surroundings and use over
time. The value of the information you collect, the
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needs you discover, the patterns that emerge, and the
behaviors that you can foster is inestimable.

1 It is worth noting here that the Underwriters Lab-
oratories,—the premiere appliance safety organiza-
tion in the United States—is a child of the self-in-
terests of the insurance industry.

2 One of MAYA’s most significant projects involved
its contribution to a situational awareness and col-
laboration solution for the U.S. military called Com-
mand Post of the Future, which has won numerous
government awards, including the Defense Advanced
Research Projects Agency (DARPA) 2004 award for
Significant Technical Achievement and the 2009
award for “Outstanding Government Program.”

3 A DARPA-sponsored study of a four-day exercise
conducted October 22–25, 2002, found that the rad-
ically different capabilities of Command Post of the
Future increased decision making and mission plan-
ning effectiveness by 400 percent over the previous
system. It also improved “Situational Awareness” by
300 percent.
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Notes

Although this is not a scholarly text, we have attempted
to provide sources for all factual claims. We have gone
to significant lengths to provide citations of persistent
(that is to say, “paper”) sources whenever possible.
However, given our subject matter, a disturbing number
of citations are necessarily in the form of web URLs. We
are painfully aware that most of these links will soon “go
dead.” We can only offer our apologies and our assur-
ances that we have done our best to characterize such
information fairly and accurately in the text.
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context dependency
definition
design science (see Design science)
as discipline
history
information design
interdisciplinary (see Interdisciplinary design)
metadesign
simulations during
surface design
Victorian

Designers
in Bible
fine artists
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industrial design founders
as style source
use of term

Design science
and Architecture
for complex problems
Comprehensive Anticipatory Design Science
methodology

Desktop
browser image drag and drop
direct manipulation
Workscape

Devices. See also Fungible devices
device context
information vs.
as life forms
persistent data
tomorrow’s view

Digital Equipment Corporation (DEC)
Digital objects
Direct manipulation
Disruptive technologies
Distances
Diversity
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DNA
Document-centric interaction
Drag and drop
Drawing, as common language
Dreyfuss, Henry
Dryden, Richard
Dun & Bradstreet (D&B)
Dynamic context
Dyson, George

Eames, Charles
Eaton Corporation
Edison, Thomas
Ellison, Larry
E-mail
Encryption
Exponential growth

Facebook
Fear, Uncertainty, and Doubt (FUD)
Feature creep
Ficlets
Fictionwise
File transfer protocol (FTP)
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Fitzgerald, F. Scott
Fleming, Ian
FORTRAN
Fortune magazine
Fuller, R. Buckminster
Fungible devices

diversity and
fungibility definition
as simplification
today’s status
tomorrow’s view

Future proofing

Gage, Phineas
Game of Life
Gates, Bill
Geek culture
Generativity
Geographic information systems (GIS)
Geographic location

Colossal Cave
in Information Commons
manifolds
MAYA neighborhoods
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physical context
proximity and device context

Getty Research Institute
Gibson, William
GNU OS See also Open source
Goldilocks Principle
Goldman, William

Google cloud computing
projects
van Rossum at
and web randomness

Graphical user interface (GUI)
Great Exhibition of the Works of Industry of all Nations
GRIS (Grand Repository in the Sky)

Hamel, Gary
Hard drives
Hardison, O. B.
Hierarchical composition
Holmes, Jr., Oliver Wendell
Hometown (AOL)
HTML-5
Human-centered design. See also Interaction

human factors data

575/596



hypothesis stage of design
industrial design as
systematic
users in computing contexts
WIMP paradigm as

Human Computer Interaction (HCI)
Human literacy
HyperCard
Hypertext

IBM
IBM 1401 minicomputer
Ideal-X
Identity

atomic level
DUNS numbers
geographic locations
as obstacle
standards for
universally unique identifiers (UUIDs)

Images
Industrial design
Information. See also Data

control and ownership
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devices vs.
ephemeral
people intersecting with
Shannon defining
strategic information
symmetry and
vapor of
visualization

Information architecture
definition
DNA as
Information Commons and
information context
information design
key qualities of

Information-centric
Information Commons
Information context
Information design
Information ecology

components of ecology
decentralization in
empowering users
information-centric web
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interoperability in
peer-to-peer networking as
privacy
resiliency
simulating
trust

Information objects
discovery of peers
DNA as
information architecture and
for information-centric cyberspace
relationships among
tomorrow’s view
unique identities

Infrastructure absent
Infrastructure as a Service (IaaS)
Input devices
Intellectual property theft
Interaction, physics of
Interdisciplinary design

difficulties of
discipline boundaries
drawing as common language
need for
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neighborhoods
violent agreements

Interface, and modularity
Internet. See also World Wide Web

browse versus serve
convergence
cyberspace as term
encryption on
engineering of
hypertext
Information Commons and
intermittent connectivity
as liquid information
modular architecture
as peer-to-peer
of plants
protocols
as public information space
tomorrow’s view
viruses

Interoperability. See also Connectivity; Fungible
devices; Standards

cloud computing
in information ecology
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tomorrow’s view
iPhone
ISO-9000

Jobs, Steve

Kay, Alan
Krishnarao Prahalad, Coimbatore

Language
drawing as common
generative grammar
realms as common

Law of Conservation of Complexity
Lawver, Kevin
Layered semantics
Legos
Lepper, Bob
Lessig, Lawrence
Lincoln, Abraham
Linux OS
Liquidity, of data. See Data liquidity
Loewy, Raymond
The Lord of the Rings
Lucas, Bill
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Macintosh computers
Mainframes
Mammoth Cave National Park
Manifolds (mathematical)
Martin, Roger
Martin, William H.
Mashups
Material objects
MAYA Design

acronym meaning
awards earned
interdisciplinary teams
origins of
patents granted

McNealey, Scott
Melville, Herman
Memory chips
Mendeleev, Dmitri
Mesh networking
Messages

realms of devices
semantic stack
unique identities
vague
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Microprocessors
Microsoft
Microtransactions
Middle Earth
Minicomputers
MIT Laboratory for Computer Science
Moby-Dick
Models
Modems
Modular architecture

of fungible devices
hierarchical composition
information-centric manipulation
of Internet
modularity
as simplification
watchmakers tale

Monetizing
Moore, Gordon
Moore’s Law
Morris, Jim
Mossberg, Walt
Mycorrhizal networks
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National Computer Code
Natural complexity. See also Complexity

chemistry
DNA
hierarchy
organic architecture
peer-to-peer networking
plant Internet
recursive decomposition
resiliency
unique identities

Naval architecture
Neighborhoods, in MAYA Design
Nelson, Ted
Network effects
Networking. See Connectivity
Network storage See also Cloud computing
Nonrecurring engineering expense (NRE)

Objects
data objects
digital objects
information objects (see Information objects)
material objects
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unique identities
Olsen, Ken
Open source

cathedrals and bazaars
in consumer products
gravity as
as innovation source

Operating system (OS)
Opposable Mind-Meld
Oracle
Orwell, George
OSX OS
Outsourcing IT skills

Packets
Palm Pilot
PARC
Pauli, Wolfgang
Pauli’s Exclusion Principle
Paxton, Joseph
Peer-to-peer (P2P) networking

definition
FUD fight
as future
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hard drive prices
as information space
intellectual property theft
Internet as
libraries as
monetizing
as natural redundancy
Palm Pilot
service discovery

Penn State
Permalinks
Personal computers (PC)

Apple Macintosh
data storage
history of
post-PC era
Xerox Alto/Star

Personal digital assistant (PDA)
Personal Universal Controller (PUC)
Pervasive computing

definition
as economical
as technological revolution

Physical context
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Plants, the Internet of
Platform as a Service (PaaS)
Platforms

applications vs. information
as term
today’s status
tomorrow’s view
user interface as
yesterday’s path

Pointers
Post-PC era
Predictive frameworks
Prime
Printing press
Privacy
Prodigy
Protocols
Prototyping
Provenance
Public information space

as information-centric
Information Commons
Internet as
peer-to-peer as
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Publishers, for trustworthy data
Pulos, Arthur
Punched cards
Python

Queen Elizabeth II

Raymond, Eric Steven
RCA
Realms
Recursive decomposition
Redundancy
Relationships

among information objects
as design definition
designers and engineers
in online communities
symbiotic

Resiliency
Rock, Paper, Scissors
Rossum, Guido
Rotman School of Business
Roth, Steve

SABRE system
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Sagan, Carl
Sailing
Scripting
Second Life
Security

client-server networking
cloud computing
devices
encryption
National Computer Code
peer-to-peer networking
privacy
from simplicity
tomorrow’s view
trust
viruses
walled garden approach

Self-healing
Semantic layering
Semantic stack
Semantic Web
Senn, Jeff
Servers. See Client-server networking; Cloud computing
Service discovery
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Shannon, Claude
Simon, Herb
Simplification See also Complexity
Simpson, O. J.
Simulations during design
Society of Ethical Culture
Software

apps downloaded
browser as meta-application
as devices
as information
information-centric vs.
superstition about

Software as a Service (SaaS)
Software engineering. See also Open source

community of practice
geek culture
unmodeled effects
visual development

SpaceWar
Spreadsheets
Standards

containerization
fungible devices
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for information-centric web
microprocessor families
modularity
open source
WIMP paradigm

Star Trek
Sterling, Bruce
Stochastic processes
Storage. See Data storage
Storage cooperatives
Strategic information
Style, and Architecture
Superstition
Surface design
Systems architecture

Take-aways
Taming complexity
T-commerce
Teague, Walter Dorwin
Tear-off parts
Technological determinism
Technological revolutions
Technology
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abdication of design
classic versus expressive
disruptive
introducing new

Telephone design See also iPhone
Tesler, Larry
Thin clients
Timesharing systems
Tolkien, J. R. R.
Topographic distances
Topological distances
Transactions
Transducers
Transgenesis
Transistors
Trillion-node network, definition
Trimtab
Trust
TVs
Twain, Mark
Twitter
2001: A Space Odyssey

Ubiquitous computing, definition
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UNIVAC
Universally-Unique Identifiers (UUIDs)
Unix OS
Unmodeled effects
URLs

Architecture film
book web site
broken links
Civium
definition
Game of Life
information-centric data manipulation
information film
as pointers
Shepard Tones

Usability
U.S. Board on Geographic Names
User interface (UI)

desktop (see Desktop)
human factors data
information architecture and
input devices
interaction physics vs.
limited bandwidth
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Personal Universal Controller
as platform
tear-off parts
WIMP paradigm

Users
in computing contexts
empowering

van Rossum, Guido
VCRs
Via Repository
Violent agreements
Viruses
Visage
VisiCalc
Visualization
Visual programming

Walled garden approach
Wall Street Journal
Watchmakers tale
Web browsers
Web services
Web sites, as ephemeral See also URLs
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Weizenbaum, Joseph
Whole Earth Catalog
Wikipedia
WIMP paradigm
Windows OS
Workscape
World Wide Web. See also Internet; URLs

clouds as proprietary
distances on
engineering of
links
as peer-to-peer network

Wright, Frank Lloyd

Xanadu
Xerox Palo Alto Research Center (PARC)

culture of
GUI
Morris, Jim
WIMP paradigm
Workscape review

Xerox Star
X-Files
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Yahoo!

Zero infrastructure
Zune
Zynga
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